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RESUMO

SOUZA, Weslen Schiavon de. Balanceamento de Carga Baseado em Divisao
de Tarefas Multimidia para RSSF Reativas. Orientador: Lisane Brisolara de
Brisolara. 2024. 91 f. Tese (Doutorado em Ciéncia da Computacao) — Centro de
Desenvolvimento Tecnolégico, Universidade Federal de Pelotas, Pelotas, 2024.

Este trabalho apresenta o TDMEN, uma abordagem inovadora para Redes de Sen-
sores Sem Fio Multimidia (RSSFM) que visa otimizar o consumo energético e prolon-
gar a vida util da rede. O TDMEN aplica uma divisédo estratégica de tarefas, permitindo
o processamento local dos dados e o balanceamento eficiente da energia entre os dis-
positivos. Duas variagcées do TDMEN foram desenvolvidas: uma para redes com re-
dundéancia temporal e outra para redes com redundancia espacial. Foram realizados
testes comparativos com abordagens bioinspiradas e estratégias de processamento
local, em cenéarios com e sem perdas de pacotes. Os resultados indicaram que o
TDMEN pode aumentar a vida util da rede em até 75% em comparacao com abor-
dagens sem balanceamento e até 44% em relacdo a abordagens bioinspiradas. A
solucdo mostrou-se eficaz em diferentes cenarios, tanto em redes com sobreposicao
de sensoreamento quanto em redes sem essa caracteristica, proporcionando um ba-
lanceamento energético superior e aumentando a eficiéncia geral da rede.

Palavras-chave: Redes de Sensores Multimidia Sem Fio Processamento de Eventos
Balanceamento de Carga RSMSF RSSF



ABSTRACT

SOUZA, Weslen Schiavon de. Task Division-Based Load Balancing for Reactive
WMSNSs. Advisor: Lisane Brisolara de Brisolara. 2024. 91 f. Thesis (Doctorate in
Computer Science) — Technology Development Center, Federal University of Pelotas,
Pelotas, 2024.

This paper presents TDMEN, an innovative approach for Wireless Multimedia
Sensor Networks (WMSNSs) aimed at optimizing energy consumption and extending
network lifetime. TDMEN applies a strategic task division, enabling local data process-
ing and efficient energy balancing among devices. Two variations of TDMEN were
developed: one for networks with temporal redundancy and another for networks with
spatial redundancy. Comparative tests were conducted with bio-inspired approaches
and local processing strategies in scenarios with and without packet loss. The results
indicated that TDMEN can increase network lifetime by up to 75% compared to non-
balanced approaches and by up to 44% compared to bio-inspired approaches. The
solution proved effective in different scenarios, both in networks with sensing overlap
and in networks without this characteristic, providing superior energy balancing and
enhancing overall network efficiency.

Keywords: Wireless Multimedia Sensor Network Event Processing Load Balancing
WMSN WSN
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1 INTRODUCAO

Com os consideraveis avangos recentes na tecnologia de microprocessadores e
comunicacao sem fio, tornou-se possivel a integragcdo de dispositivos tecnologicos
para o monitoramento e gerenciamento de uma variedade de tarefas. Entre essas
tarefas, podemos citar o monitoramento da fauna e flora em areas de preservacao
ambiental, o gerenciamento da aplicacdo de defensivos contra pragas em lavouras,
na agricultura de precisdo e, o monitoramento dos sinais vitais de pacientes em ambi-
entes hospitalares.

Nesse contexto de gerenciamento e monitoramento de atividades por meio de dis-
positivos tecnolégicos, surgem as redes de sensores sem fio (RSSF) ou (WSN, do
inglés, Wireless Sensor Networks), definidas como redes que conectam dispositivos
auténomos e distribuidos espacialmente utilizando tecnologia de conex&o sem fio.
Esses dispositivos possuem capacidade de sensoriamento e sdo normalmente em-
pregados para o monitoramento de fenédmenos fisicos ou ambientais (Khalaf; Sabbar,
2019). Esses sensores sdo comumente chamados de n6s ou nodos da RSSF, e atra-
vés de comunicacao eles cooperam para cumprir 0s objetivos da aplicacao alvo. A
arquitetura tipica de cada n6 de uma RSSF consiste em memdria, sensor, bateria,
transceptor sem fio e um microcontrolador ou microprocessador (Alkhatib; Baicher,
2012).

As redes de sensores sem fio sdo aplicadas em uma ampla gama de setores,
incluindo agricultura, saude, seguranca, meio ambiente, entre outros. Na agricultura,
por exemplo, essas redes sdo usadas para 0 monitoramento e controle das condigdes
climaticas, do solo e das plantas, possibilitando uma tomada de decisdo mais eficiente
em relacao as praticas de cultivo (Thakur; Kumar; Kumar; Singh, 2019). Na éarea
da saude, as redes de sensores sem fio sdo aplicadas no monitoramento de sinais
vitais e marcadores clinicos de pacientes, notificando profissionais médicos quando
necessario (Sisodia; Swati, 2020).

Um aspecto importante das redes de sensores sem fio é sua capacidade de au-
toconfiguracéo e reorganizagdo, uma vez que esses dispositivos frequentemente séo
implantados em ambientes de dificil acesso. Muitas vezes, eles sdo simplesmente
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colocados no local sem qualquer organizagcao ou cuidado, o que pode resultar em
dispositivos sobrepostos ou mesmo incomunicaveis. Além disso, em locais remotos,
€ comum a auséncia de uma fonte de energia permanente, 0 que requer que cada
dispositivo seja alimentado por uma bateria individual. Esse tipo de alimentacao de-
manda um gerenciamento eficiente de energia para maximizar a vida util de cada n6 e
manter a rede operacional pelo maior tempo possivel (Amutha; Sharma; Nagar, 2020).

Dentre as arquiteturas de rede adotadas em redes de sensores sem fio, destacam-
se as arquiteturas MultiHop e Cluster. Em redes MultiHop, os dados sensoreados séao
transmitidos de um nd para outro, saltando de né em né pela rede até atingirem seu
destino final. Geralmente, o destino final é o Sink (também chamado de Estagéo-
base), um n6 que normalmente ndo possui limitacées energéticas e, portanto, pode
processar os dados sensoreados pela rede sem dificuldades. Por outro lado, em redes
baseadas em uma arquitetura de Cluster, a rede € subdividida em grupos de nds.
Cada grupo tem um né designado como Gateway, que recebe os dados dos demais
nds do grupo e os retransmite. Essas retransmissées dos nés Gateways, também
conhecidos como Cluster Heads, normalmente tém como destino outro Cluster Head
ou a estacao base, que pode executar o processamento dos dados enviados (Raj;
Bhattacharyya; Midhunchakkaravarthy; Kim, 2021).

Os dados monitorados e/ou transmitidos em Redes de Sensores Sem Fio podem
adotar diversos formatos, os quais estdo diretamente relacionados ao ambiente em
que essas redes estdo implantadas e aos eventos que estas monitoram. No passado,
devido as limitaces de protocolos e a capacidade de meméria limitada dos dispositi-
vos, 0s dados em formato de texto ou bindrio eram os mais comuns. Por exemplo, uma
RSSF utilizada para monitorar o solo capturaria e transmitiria dados sobre umidade,
temperatura e outras informacdes relevantes (Thakur; Kumar; Kumar; Singh, 2019).

No entanto, atualmente, existem redes que sédo capazes de capturar dados multi-
midia do ambiente, como imagens, audio ou até mesmo registros de video (Usman;
Jan; He; Chen, 2019). Essas redes sao conhecidas como WMSN (do inglés, Wireless
multimedia sensor network.) Um exemplo préatico seria uma rede composta por arma-
dilhas eletrénicas usadas para o manejo de pragas em lavouras. Essas armadilhas
eletrdnicas capturam imagens dos insetos que ficam presos nelas. Com as imagens
obtidas, é possivel realizar a identificacdo dos insetos e determinar se representam
algum tipo de risco para a cultura em questao, onde as armadilhas estédo instaladas
(Thakur; Kumar; Kumar; Singh, 2019).

Nesse contexto de redes de sensores envolvendo a captura de dados multimidia,
surgem novos desafios significativos. A transmissdo de grandes volumes de dados
consome uma quantidade consideravel de energia da bateria dos nodos. Enviar arqui-
vos multimidia, como imagens, por toda a rede até o Sink representa um alto consumo
energético. O custo associado ao envio desse tipo de informacéo € especialmente



17

elevado em redes MultiHop, devido ao numero de saltos que os dados realizam, re-
querendo a retransmissdo dos dados por varios nés até de atingir seu destino. Os
protocolos também apresentam limitacbées quanto ao maximo de bytes que um pa-
cote pode transmitir individualmente, o que contribui para o aumento do niumero de
transmissdes requeridas, pois ao dividir a informacdo em mais pacotes, devem ser
adicionados bytes de cabecalho. Por fim, todos os ndés possuem uma quantidade li-
mitada de bateria, o que torna invidvel o envio continuo de eventos multimidia pela
rede. Esses desafios destacam a importancia do desenvolvimento de estratégias efi-
cientes de gerenciamento de energia e de otimizagdo de protocolos de transmisséo
para redes de sensores multimidia.

Diferentes técnicas de balanceamento de carga em Redes de Sensores Sem Fio
estdo sendo estudadas e propostas com o objetivo de reduzir o consumo de energia
dos nds e prolongar o tempo de monitoramento. No entanto, a carga de processa-
mento muitas vezes é negligenciada, onde muitos trabalhos focam em otimizacées
para reduzir o consumo associado a comunicagao exclusivamente, como discutido em
(Saleem; Alabady, 2023), (Chiwariro; Thangadurai, 2023), (Pereira; Brisolara; Ferreira,
2020) e (Genta; Lobiyal; Abawajy, 2019). A maioria dos trabalhos que buscam reduzir
o consumo relacionado ao processamento exploram a redundancia no sensoriamento,
de modo a evitar que o processamento do mesmo evento resulte na descarga de ener-
gia em mais de um nd, como abordado em (Pereira; Brisolara; Ferreira, 2020), (Fer-
reira; Brisolara; Indrusiak, 2015) e (Caliskanelli; Harbin; Indrusiak; Mitchell; Polack;
Chesmore, 2013). Ainda, alguns trabalhos encontrados na literatura que executavam
o processamento local, dependiam de hardwares especializados (Kethireddy; Ralla-
palli; Chilakala; Devulapalli, 2023), ou ainda que os nodos dispusessem de conexao
ativa com a internet (Varshovi; Kavian; Ansari-asl, 2019).

Poucos estudos identificados abordam o processamento local em redes de sen-
sores sem fio multimidia, sendo que, frequentemente, esses estudos ndo empregam
estratégias de balanceamento de carga ou apresentam requisitos muito especificos,
como hardware especializado e a necessidade de conexdo ativa com a internet, para
operarem efetivamente. Ainda, algumas dessas abordagens demonstram desempe-
nho satisfatério apenas em situacées onde ha uma sobreposicao significativa entre
0s raios de cobertura dos nodos, 0 que pode nao corresponder a alguns cenarios de
aplicacdo. Além disso, estas abordagens limitam-se a decidir qual nodo processara
a tarefa por completo. No entanto, aplicacées multimidia costumam repetir processa-
mento em grupos de dados, o que nao é explorado por estas abordagens (Matheen;
Sundar, 2023).

Este é um campo de pesquisa importante e em evolucao, uma vez que a captura e
transmissao de dados multimidia em RSSFM apresenta desafios adicionais em termos
de consumo de energia e processamento. Futuras pesquisas podem ser direcionadas
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para desenvolver estratégias de balanceamento de carga especificas para redes de
sensores multimidia, levando em considera¢do as demandas Unicas que surgem com
a deteccéo e transmissao de eventos multimidia.

Este trabalho propde uma abordagem inovadora, fundamentada nos estudos iden-
tificados na literatura, para enfrentar os desafios associados ao processamento de
dados multimidia em redes de sensores sem fio, também conhecidas como RSSFM.
A principal proposta dessa abordagem € a divisdo das tarefas de processamento de
dados multimidia, visando alcangar um balanceamento mais eficiente da carga entre
0os nds da rede. Nesse contexto, nenhum noé sera encarregado do processamento
completo de um evento multimidia; em vez disso, a carga de processamento de cada
evento sera dividida e suas partes serao distribuidas entre os nés vizinhos. Essa estra-
tégia visa evitar sobrecarga de nds e atingir uma descarga mais uniforme das baterias
dos nés da rede, prolongando, assim, a vida util da rede como um todo.

Assim, esta tese propOe a abordagem TDMEN ( Task Division for Multimedia Events
in Wireless Sensor Networks), que trata da divisao de tarefas para eventos multimidia
em redes de sensores sem fio, como uma estratégia para permitir o processamento
local, evitando transmissao de grandes volumes. A abordagem foi implementada e
avaliada utilizando o simulador Eboracum em um estudo de caso com nodos sem
sobreposicdo nas areas de sensoriamento. Uma otimizagdo dessa abordagem foi
denominada TDMEN-CACHE, a qual explora a possivel redundancia de informacgdes
entre eventos multimidia consecutivos, evitando a execugcdo de processamentos de
dados redundantes.

Além disso, visando aproximar as simulacées empregadas de um ambiente real, foi
conduzido um estudo sobre a influéncia das interferéncias externas nas transmissoes
de dados. Por meio deste estudo, foi possivel introduzir, nos nossos experimentos, a
simulagao de perda de pacotes durante as transferéncias de dados.

Complementando a contribuicédo principal desta tese, foi estudada e proposta uma
adaptagcao da abordagem TDMEN para permitir seu emprego em redes com nodos
com sobreposi¢cdo nas areas de sensoreamento. Essa estratégia foi denominada
TDMEN-INTERSEC, a qual aproveita a detec¢do redundante dos nodos para balan-
cear a carga entre eles, sem a necessidade de gastar energia enviando os dados
para processamento. Através de um estudo de caso, experimentos compararam a
abordagem TDMEN-INTERSEC com outras abordagens de balanceamento de carga.

O restante deste documento esta organizado da seguinte forma: **Capitulo 2 -
Embasamento Teorico*™: este capitulo apresentard o embasamento teérico funda-
mental para compreender o contexto deste estudo. Ele incluird conceitos relacionados
a redes de sensores sem fio e detalhara a infraestrutura de modelagem e simulacao
utilizada neste trabalho; **Capitulo 3 - Trabalhos Relacionados**: neste capitulo, se-
rao discutidos os trabalhos relacionados relevantes para este estudo. Sera feita uma
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analise da literatura existente para contextualizar a pesquisa; **Capitulo 4 - Metodo-
logia e Estratégia Proposta**: este capitulo apresentara a metodologia e a estratégia
proposta para resolver o problema abordado neste documento. Serédo detalhadas as
abordagens e os métodos utilizados; **Capitulo 5 e 6 - Resultados dos Estudos de
Caso Abordados**: aqui, serao discutidos os resultados obtidos a partir da execucao
das estratégias propostas e desenvolvidas nesta tese. Os resultados serdo analisa-
dos e discutidos em detalhes; **Capitulo 7 - Conclusao**: O ultimo capitulo realizara
uma discussao abrangente sobre os resultados ja obtidos, além de abordar possiveis
dire¢bes para trabalhos futuros.



2 EMBASAMENTO TEORICO

Neste capitulo, & apresentada uma revisdo sobre redes de sensores sem fio na
Secédo 2.1, e a revisdo da infraestrutura empregada para a concepc¢ao e avaliagdo das
estratégias desenvolvidas por este presente estudo é detalhada na Secéo 2.2.

2.1 Redes de Sensores Sem Fio

No contexto do gerenciamento e monitoramento de atividades por meio de tecno-
logia, surgem as redes de sensores sem fio (RSSF). Essas redes sao definidas como
conjuntos de dispositivos autdnomos e distribuidos espacialmente, com capacidades
de sensoriamento, empregados para monitorar fenémenos fisicos ou ambientais (Kan-
dris; Nakas; Vomvas; Koulouras, 2020). Cada dispositivo € conhecido como um né ou
nodo, e normalmente se comunica com outros nos por meio de uma rede sem fio,
permitindo a cooperacao mutua entre os elementos da rede (Khalaf; Sabbar, 2019). A
arquitetura tipica de cada né inclui memoria, sensor, bateria, transceptor sem fio e um
microcontrolador (Alkhatib; Baicher, 2012).

A Figura 1 ilustra uma rede de sensores sem fio com quatro nés sensores e um
n6 Sink. Neste exemplo, os nds sensores se comunicam entre si para enviar as infor-
magcodes sensoriadas do ambiente até o né Sink. O né Sink é geralmente posicionado
a uma distancia maior dos ndés sensores, facilitando o acesso e permitindo que ele
possua conectividade com a Internet e fonte de energia elétrica disponivel, conforme
explicado por (Demetillo; Japitana; Taboada, 2019).

As principais caracteristicas de uma WSN incluem a capacidade de autoconfigura-
céo e reorganizacado em caso de falha de algum no, a presenca de uma consideravel
quantidade de sensores distribuidos, a necessidade de gerenciamento continuo de
energia devido a limitagdo das baterias disponiveis nos nés e a distribuicdo dos nés
em um meio fisico muitas vezes desafiador e de dificil acesso, onde os sensores sdo
implantados sem seguir um padréo ou uniformidade, como mencionado por (Kandris;
Nakas; Vomvas; Koulouras, 2020).

Dadas as caracteristicas mencionadas das redes de sensores sem fio e sua ampla
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Figura 1 — Rede de sensores sem fio.
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Fonte: Elaborada pelo autor.

aplicabilidade para auxiliar e solucionar diversos problemas em diferentes contextos,
esse paradigma computacional tem um consideravel potencial para facilitar e melhorar
varias tarefas do dia a dia das pessoas. No entanto, para que isso seja possivel,
ainda existem alguns desafios que precisam ser superados para que as redes de
sensores sem fio se tornem cada vez mais presentes e integradas ao nosso mundo,
como apontado em (Kandris; Nakas; Vomvas; Koulouras, 2020).

Entre os principais desafios comuns em redes de sensores sem fio, podemos citar:

**Limitagdo de energia** — Como 0s nds sensores sao geralmente posicionados
em areas remotas de dificil acesso, eles sdo alimentados por baterias com vida Uutil
limitada. Isso resulta na necessidade de um gerenciamento eficiente de energia pelos
noés, a fim de prolongar ao maximo a vida util das baterias; **Adaptabilidade a falhas**
— Uma vez que uma rede de sensores é composta por diversos nos que trabalham
em conjunto, quando um desses nos falha devido a falta de bateria ou a uma falha
critica de comunicacédo, a rede ndo pode parar. Os outros nés que anteriormente se
comunicavam com o no falho devem ser capazes de se conectar a outros nés para
manter a comunicacao e o fluxo de envio de dados de forma transparente (Kandris;
Nakas; Vomvas; Koulouras, 2020).

O consumo de energia € um dos conceitos mais discutidos em redes de senso-
res sem fio, devido a ampla variedade de problemas para os quais elas podem ser
aplicadas. Esse contexto faz com que o desafio do consumo de energia varie conside-
ravelmente e exija solugdes especificas para cada situacdo. Nas subsec¢des a seguir,
serdo descritas as principais caracteristicas e classificagées das redes de sensores
sem fio em relag&o ao tipo de evento, tipo de sensoriamento e tipo de arquitetura de
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rede utilizada (Kandris; Nakas; Vomvas; Koulouras, 2020). Essas descri¢coes ajudarao
na compreensao do trabalho proposto neste estudo.

2.1.1 Tipo de Evento sensoreado

E importante destacar que diversos tipos de eventos podem ser monitorados por
redes de sensores sem fio. No entanto, cada tipo de evento apresenta seus pro-
prios desafios e requer estratégias especificas para solucionar ou contornar esses
problemas, como discutido por Genta et al. (Genta; Lobiyal; Abawajy, 2019). Essa
diferenciacédo € fundamental para compreender como as redes de sensores sem fio
sao aplicadas em cenarios diversos e como suas caracteristicas podem ser adaptadas
para atender a diferentes necessidades de monitoramento.

2.1.1.1 Eventos simples

Eventos simples sdo considerados neste contexto, eventos que nao envolvem gran-
des volumes de dados, como medi¢des de temperatura e umidade. Em uma WSN de-
dicada a agricultura de precisdo, com foco no monitoramento do solo, a transmisséo
das informacdes sensoreadas pelos nds através da rede geralmente nao afeta signifi-
cativamente a vida 0til de um n6 ou da rede como um todo, uma vez que cada evento
contém apenas alguns bytes de informagao, conforme explicado por (Nabi; Jamwal;
Padmanbh, 2022).

Portanto, uma estratégia comum adotada nesse contexto de redes com sensori-
amento de eventos simples é o envio dos dados sensoreados pelos nés até o Sink
(n6 central) para ele executar todo o processamento das informagdes. Essa estrate-
gia é preferida devido ao fato de o Sink geralmente nao ter restricdes significativas de
energia. Dessa forma, o custo energético pago por cada um dos nds para transmitir
as informacgdes de eventos com poucos bytes até o Sink, mesmo por meio de multi-
plos saltos, torna-se mais vantajoso do que realizar o processamento desses dados
localmente (Nabi; Jamwal; Padmanbh, 2022)

2.1.1.2 Eventos Multimidia

Eventos multimidia estao relacionados ao tipo dos dados coletados pelos nodos
sensores de uma rede, isto €, um evento multimidia € aquele que possui um dado
multimidia em sua esséncia. Deste modo, o dado multimidia em questao pode ser,
por exemplo, uma foto ou um audio qualquer capturado por um nodo sensor da rede
(Genta; Lobiyal; Abawajy, 2019).

Na area das redes de sensores multimidia sem fio, o tratamento dos eventos sen-
soreados assume uma consideravel complexidade devido ao grande volume de dados
gerados. Um unico evento pode conter varios kilobytes de informacdes. Em redes
de sensores sem fio alimentadas por bateria, 0 gerenciamento de energia deve ser
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cuidadoso e complexo. Portanto, a transmissao de uma grande quantidade de da-
dos relacionados a um unico evento pode nao ser suportada pelo protocolo de rede
adotado ou pode ser extremamente dispendiosa em termos de consumo de energia.
Nesse contexto, € necessario considerar estratégias mais sofisticadas para processar
e transmitir informacdes até o ponto central (Sink) (Genta; Lobiyal; Abawajy, 2019).

2.1.2 Tipo de sensoriamento

No que diz respeito ao tipo de sensoriamento adotado, as redes de sensores sem
fio se subdividem principalmente em redes proativas e reativas. Essa denominagéo €
baseada na forma como a rede, ou mais especificamente, os nds sensores, reagem
aos eventos ao seu redor. Portanto, cada um desses tipos de sensoriamento pode se
adaptar melhor a problemas especificos, mas ambas as estratégias podem ser utiliza-
das com sucesso sem restricdes significativas (Kandris; Nakas; Vomvas; Koulouras,
2020).

2.1.2.1 Pro ativo

Em redes de sensores proativas existe normalmente a configuracao da rede para
gue haja uma periodicidade onde os eventos, isto €, em que a coleta de dados sera
executada, uma vez por minuto, hora ou dia, por exemplo. Esta estratégia de periodici-
dade e benéfica pelo fato de os nodos poderem ser quase que totalmente desligados,
consumindo um minimo de energia possivel, aumentando assim a vida util de cada
nodo sensor e consequentemente da rede como um todo. Em meios que se pode
mapear com precisao a periodicidade dos fendmenos a serem monitorados, esta pode
ser uma estratégia bastante eficaz na resolugcédo do problema em questao (Deebak; Al-
turjman, 2020). Porém, nem todos os eventos podem ser mapeados temporalmente
de modo que ndo se sabe quando ele ird ocorrer, gerando o problema da possivel
perda de informacao caso este ocorra quando os nodos da rede estiverem desligados
(Deebak; Al-turjman, 2020).

2.1.2.2 Reativo

Uma rede de sensores sem fio reativa esta sempre ativa, ao menos uma parte dela,
a qual é responsavel por desempenhar o papel de sensoriar os eventos ao seu redor
e notificar o nodo sensor e a rede como um todo. Esta parte sempre ativa da rede ou
nodo pode ser, por exemplo, um sensor de passagem onde quando algo transpassa,
€ imediatamente detectado acionando o restante da rede ou somente o nodo sensor
em questdo. Este tipo de estratégia tem como principal vantagem sempre ou quase
sempre, detectar os eventos ao seu redor, ja que de certa forma esta sempre ativa
sensoriando os eventos em seu meio (Deebak; Al-turjman, 2020).

As redes reativas sdo um tipo de Rede de Sensores Sem Fio (RSSF) que se con-
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centram na detecgdo e resposta a eventos especificos no ambiente em tempo real.
Nesse tipo de rede, os nds sensores sdo configurados para coletar e/ou transmitir
dados somente quando ocorre um evento especifico. Uma rede reativa pode ser apli-
cada a diversos problemas e ambientes, no entanto, devido ao fato de normalmente
envolver a operacao continua de sensores ativos, que consomem energia para 0 mo-
nitoramento de eventos, essa estratégia geralmente resulta em um custo energético
mais elevado em comparacdo com uma rede proativa. No entanto, atualmente, exis-
tem diversas estratégias e algoritmos que visam reduzir o consumo de energia dessas
redes e aumentar sua vida 0til (Deebak; Al-turjman, 2020).

2.1.3 Arquitetura de rede

As redes de sensores sem fio geralmente apresentam dois tipos principais de ar-
quitetura de rede: a organizacdo dos nds em clusters e a arquitetura multihop. Cada
uma dessas arquiteturas pode oferecer vantagens diferentes em relacao a outra, € a
escolha entre elas pode depender principalmente do ambiente em que a rede sera
implantada ou do problema que ela pretende resolver (Kandris; Nakas; Vomvas; Kou-
louras, 2020).

2.1.3.1 Cluster

Em uma rede de sensores sem fio baseada em clusters, os nds sensores da rede
sao organizados em grupos menores chamados de clusters. Em cada um desses gru-
pos de nds, um dos nodos assume a fungao de transmitir os dados sensoriados pelos
demais nodos do grupo. Esse nodo € comumente chamado de "cluster head."A prin-
cipal fungédo do cluster head é receber as informagdes sensoriadas por cada um dos
nodos do seu cluster e, em seguida, encaminhar esses dados para outros nds da rede
ou para a estagao base (Mohan; Subramani; Alotaibi; Alghamdi; Khalaf; Ulaganathan,
2022).

Figura 2 — Rede de sensores sem fio organizada em cluster.
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A Figura 2 ilustra uma rede de sensores sem fio simplificada organizada em clus-
ters. Nesta representacéo, é possivel identificar dois clusters, cada um deles com
um cluster head responsavel por receber as informagdes dos nds do seu cluster e
transmiti-las para o cluster head vizinho ou para a estacao base. Alguns estudos tém
indicado melhorias significativas no consumo de energia e na escalabilidade da rede
quando a organizagéo em clusters é utilizada, em comparagdo com uma arquitetura
multihop padréo. No entanto, é importante destacar que esses resultados podem va-
riar dependendo do problema especifico para o qual a rede de sensores esta sendo
aplicada (Mohan; Subramani; Alotaibi; Alghamdi; Khalaf; Ulaganathan, 2022).

2.1.3.2 Mulit Hop

A organizagao de redes de sensores sem fio em MultiHop permite que todos os
nodos transmitam ou recebam informagdes, de modo a facilitar a comunicacao entre
os nodos da rede. Cada um dos nodos pode enviar as informagdes de cada sen-
soreamento ou evento detectado a um destino final, passando os dados por nodos
intermediarios até atingir o nodo destino desejado. Usualmente, o nodo destino é a
estacao base ou Sink, a qual podera executar o processamento dos dados coletados
e transmitidos pelos nodos (Mohan; Subramani; Alotaibi; Alghamdi; Khalaf; Ulaga-
nathan, 2022).

Figura 3 — Rede de sensores sem fio organizada em MultiHop.

Energia

A XI N

‘4—» Estacdo)|«———» <—>.
Internet I

Fonte: Elaborada pelo autor.

A Figura 3 representa uma configuracao simplificada de uma arquitetura MultiHop
em redes de sensores sem fio. Pode-se identificar nesta figura que todos os nodos
tém um canal de comunicacao, seja direta ou indiretamente por meio do repasse da
comunicacao por algum outro nodo intermediario, podendo existir mais de uma rota de
comunicacgao possivel. Este tipo de arquitetura de rede possibilita diversas rotas para
um mesmo ponto, dependendo dos raios de comunicagdao dos nodos. Assim, caso
algum nodo morra, outros podem assumir 0 seu lugar, atuando como um novo caminho
ou rota para o envio das informacdes de sensoriamento vindas de uma dada regido.
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Nao somente em situacdes de falha dos nodos, mas a estratégia de MultiHop se torna
muito eficaz em meios que possuam algum tipo de obstaculo para o envio direto dos
dados por algum sensor até a estacdo base, possibilitando que este repasse esta
informacgéo para qualquer um de seus vizinhos que ficara encarregado de encaminhar
a mesma para o destino final desejado (Mohan; Subramani; Alotaibi; Alghamdi; Khalaf;
Ulaganathan, 2022).

2.2 Infraestrutura de Simulacao

O Eboracum é um framework usado para projetar e avaliar Redes de Sensores
Sem Fio (RSSF), permitindo a modelagem e simulagcéo dessas redes em um alto nivel
de abstracdo. O objetivo é a avaliacdo da eficiéncia energética de solucdes voltadas
para uma aplicacao especifica. Por isso, o simulador propée a modelagem nao s6 dos
nodos e das suas conexdes, mas também da carga de trabalho a qual a rede sera
submetida.

Essa infraestrutura foi desenvolvida com o uso das classes do Ptolemy' visando
assim prover um ambiente para modelar RSSF reativas. O framework foi implemen-
tado em Java, onde a representagdo dos componentes do cenario a ser simulado €
feita por meio de classes. Para criar um componente, basta instanciar ou estender
essas classes.

Em uma RSSF, dentre os principais componentes podem-se citar os nés sensores
e a estacdo base (ou Sink). No Eboracum, esses componentes sdo representados
pelas classes SimpleWSNNode e NetworkMainGateway, respectivamente. As instan-
cias dessas classes possuem capacidade de comunicacao, onde um parametro define
o alcance da comunicacdo. No entanto, as instancias de SimpleWSNNode também
possuem uma carga de bateria, que é inicializada com a capacidade total da bateria,
enquanto NetworkMainGateway nao precisa gerenciar o consumo de energia, pois
nao possui bateria. Os nds sensores também tém a capacidade de detectar eventos
externos, onde um parametro define o alcance do sensor. Além disso, as instancias
de SimpleWSNNode tém a capacidade de processar os dados detectados e enviar
uma mensagem resultante pela rede para o Sink, usando outros nos da rede para
retransmissao, se necessario.

A classe SimpleWSNNode estende a classe BasicWirelessSensorNode, que re-
presenta um né sensor e possui uma CPU interna para processar tarefas associadas
aos eventos capturados. A CPU é definida por meio de uma interface que especi-
fica alguns métodos para representar o comportamento geral de uma CPU. Para o
SimpleWSNNode, existe uma implementacao dessa interface chamada SimpleFIFO-
BasedCPU, que descreve o comportamento de uma CPU baseada em FIFO.

'https://ptolemy.berkeley.edu
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O simulador com base nos raios de comunicagdo monta uma rede ad hoc, de-
terminando para cada nodo o caminho mais curto até a estagéo base (ou sink). A
medida em que nodos ficam inativos, devido a descarga de suas baterias ao longo da
simulacgao, esta rede pode ser remontada e novas conexdes serao definidas.

O simulador oferece uma visualizagao gréafica do cenario da rede a ser simulada,
representando nodos, e as conexdes entre os nds, como pode ser observado na Fi-
gura 4. O circulo pintado representa o nodo e tem duas circunferéncias sombreadas
no seu entorno. Neste exemplo, a circunferéncia menor representa o raio de sen-
soriamento e a maior o raio de comunicagdo. Para que dois ndés se comuniquem €
necessario que seus raios de comunicacao tenham sobreposicao.

No estagio inicial da simulacédo, se 0os nodos estiverem posicionados em grade
e houver cada nodo até trés vizinhos comunicéaveis em um salto, teremos conexdes
como a ilustrada na Figura 4a. Neste esquema de roteamento multi-hop todos os
nodos estdo conectados ao Sink direta ou indiretamente, dependendo do alcance do
seu canal de comunicagéo.

Figura 4 — Simulagao com interface grafica no Eboracum.
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Fonte: Elaborada pelo autor.

Ja a Figura 4b representa um estagio posterior de simulagdo, quando alguns nodos
ja ficaram inativos. Visualmente, uma coloragdo mais fraca indica que os nodos estao
com menos bateria. Também é possivel visualizar nodos totalmente inativos, que
sao representados sem o radio de sensoriamento e de comunica¢ao no seu entorno.
Ap6és a inatividade destes nodos, as conexdes foram remontadas pelo Eboracum para
manter assim a rede ativa por mais tempo (Marques; Brisolara; Ferreira; Indrusiak,
2016). Todos os experimentos executados neste trabalho usaram a funcionalidade da
remontagem da rede ap6s a morte de nodos, embora este seja um parametro que
possa ser desabilitado na representacdo do modelo de simulacéo.

A avaliagdo do consumo de energia da rede no Eboracum é calculada com base na
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descarga da bateria dos nés, que varia de acordo com a carga de trabalho associada
aos eventos acionados pelo simulador. Essa descarga de energia é modelada em trés
diferentes modos de operagao para os nds sensores: 0Cioso, processando e transmi-
tindo. Os custos de energia relacionados a esses modos de operacao caracterizam a
simulacao de uma RSSF dedicada a uma aplicacao especifica.

As simulagoes realizadas no Eboracum sao baseadas em eventos discretos, o que
permite acelerar significativamente o tempo de execugdo de cada simulagdo, uma
vez que as atualizagbes ocorrem somente quando ocorre um evento desencadeador.
Nesse modelo, a carga de trabalho da aplicacdo € representada por eventos que ati-
vam o0s atores, que sao o0s sensores da rede.

O Eboracum oferece diversas classes para a simulacao de eventos, permitindo re-
presentar fendmenos naturais de varias maneiras, levando em consideragcao aspectos
temporais e espaciais dos eventos. Por exemplo: A classe PeriodicEvent modela a
ativacdo dos nés de forma periddica, com base em intervalos de tempo definidos; A
classe StochasticJumperEvent representa eventos distribuidos no espaco de acordo
com modelos estocasticos; StochasticDailyJumperEvent representa eventos distribui-
dos no espacgo e no tempo de acordo com modelos estocasticos, sendo que as distri-
buicées de tempo consideram um periodo de 24h.

As classes que recebem no nome Stochastic permitem uma modelagem mais pre-
cisa e realista de fenbmenos naturais, levando em consideragdo modelos probabilis-
ticos. Muitos fenébmenos naturais, como infestacées de pragas em lavouras, seguem
padrdes estocasticos que podem ser representados por modelos baseados em distri-
buicdes de probabilidade. No primeiro estudo de caso apresentado neste trabalho, foi
empregada a classe StochasticDailyJumperEvent, que simula o comportamento das
moscas-das-frutas em pomares. Essa classe utiliza modelos estocasticos para re-
presentar o comportamento das moscas, gerando eventos concentrados no final do
dia. Isso reflete o comportamento desses insetos, que tendem a sair em busca de
alimentos no final da tarde.



3 TRABALHOS RELACIONADOS

Neste presente estudo, trabalhos relacionados que abordam o balanceamento de
carga em redes reativas foram identificados. Destes trabalhos identificados, dos que
faziam o processamento dos eventos localmente, ou recorriam a algoritmos bio inspi-
radas, ou aplicavam técnicas de otimizagéo de restricées de modo a reduzir o0 numero
de comunicagdes, ou selecionar o melhor nodo para executar o processamento de
um evento detectado. Abaixo sera apresentado um resumo dos principais trabalhos
tomados como base para a elaboracao deste estudo.

Uma estratégia baseada no comportamento de insetos sociaveis, denominado PS
(do inglés, Pheromone-Signaling) foi proposta em (Caliskanelli; Harbin; Indrusiak; Mit-
chell; Polack; Chesmore, 2013). Na técnica PS, os nodos utilizam apenas as informa-
cbes disponiveis localmente para tomar a deciséo de realizar ou ndo o processamento
do evento detectado pelo nd. Esta técnica foi proposta para reduzir a redundancia em
redes de sensores compostas por nés com raios de deteccao sobrepostos, assim o
algoritmo decide qual né ir4 processar o evento entre os nés que detectaram o mesmo
evento. O desempenho do PS depende do nivel de sobreposicdo entre 0os sensores.
Pois, o esquema empregado para balancear a carga nesta técnica baseia-se em ha-
bilitar o nodo a fazer processamento, ou néao, baseado na troca de feroménios com
nodos vizinhos e prover uma alternancia entre nodos habilitados e ndo habilitados.
Se a sobreposicao dos raios de sensoriamento for limitada, aumenta-se a chance de
eventos serem perdidos.

No (Ferreira; Brisolara; Indrusiak, 2015), € proposta uma técnica baseada no com-
portamento de formigas, onde os nodos decidem probabilisticamente, quem ira pro-
cessar um evento. Nessa abordagem, os eventos produzem estimulos para 0os nés
que, a partir de seus limiares internos, determinam diferentes probabilidades de pro-
cessamento desses eventos. Quando os nos detectam um evento, cada né decidira
se deve ou nao processar esse evento considerando sua probabilidade interna com-
putada. Em resumo, essa abordagem funciona modificando a probabilidade de um
nd processar um evento conforme o numero de nés que detectaram esse evento em
simultaneo, e 0 niumero de vezes que esse nd processou eventos anteriores. Em com-
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paracao apresentada em (Ferreira; Brisolara; Indrusiak, 2015), a técnica bio inspirada
no comportamento de formigas obteve resultados muito proximos aos obtidos pelo PS,
com a vantagem de seu desempenho nao depender de um alto nivel de sobreposicao
e nao exigir a reconfiguracao de parametros para manutencao da eficiéncia da técnica
guando a densidade da rede é modificada.

Recentemente, uma técnica de balanceamento de carga semidistribuida foi pro-
posta em (Pereira; Brisolara; Ferreira, 2020). Esta técnica é baseada nos algoritmos
do Problema de Otimizacdo de Restricdes - COP. Com este tipo de algoritmo é pos-
sivel definir, entre os nodos que detectaram o mesmo evento, o nodo mais adequado
para processa-lo, sem a necessidade de muitas trocas de mensagens. Como resul-
tado, os autores demonstraram que esta técnica proposta ndo ha perda na deteccao
de eventos enquanto a rede esta viva, apresentando ainda um desempenho supe-
rior em redes que possuem baixa densidade em comparacdo com PS (Caliskanelli;
Harbin; Indrusiak; Mitchell; Polack; Chesmore, 2013) e a técnica bio inspirada no com-
portamento de formigas (Ferreira; Brisolara; Indrusiak, 2015).

O artigo (Saleem; Alabady, 2023) descreve o protocolo Energy-Efficient Multipath
Clustering with Load Balancing (EEMCL) para Redes de Sensores Multimidia Sem Fio.
Os autores Destacam a eficiéncia energética da estratégia apresentada em compara-
¢éo com outros protocolos de clusters, com a presengca de MCHs (nés principais de
cluster) e n6s sensores normais. O EEMCL utiliza 12 clusters, cada um com um MCH,
sete nds sensores normais e dois nds sensores normais como SCHs (nés secunda-
rios de cluster). O protocolo apresentado possui quatro fases: inicializagcéo, Clustering
de Rede, formacao de cluster e transmissao de dados. Durante a transmissao, 0s nos
sensores normais enviam dados para os MCHs via SCHs, que agregam e comprimem
os dados usando TDMA. A comunicagao inter-cluster utiliza CSMA com multi-canal.
O objetivo é equilibrar o consumo de energia, garantindo eficiéncia na transmissao e
prolongando a vida util da rede, através do roteamento baseado em clusters e proto-
colos multipath. O EEMCL seleciona clusterheads com mais energia, estabelecendo
rotas intra e inter-cluster para otimizar a vida util da rede.

No trabalho de (Varshovi; Kavian; Ansari-asl, 2019), é proposta a implementacao
de uma Rede de Sensores Multimidia sem fio (RSSFM) para detec¢cao de movimento,
utilizando coprocessamento local FPGA. A rede de sensores proposta realiza o pro-
cessamento das imagens sensoreadas localmente, utilizando pequenos processado-
res FPGA para identificar possiveis movimentos e alteragdes nas imagens sensorea-
das, transmitindo posteriormente os dados ja processados para a estacdo base. No
artigo, dois algoritmos de deteccdo de movimento foram implementados nas FPGAs
Spartan 6, e os resultados locais da deteccao, assim como o resultado global da rede,
sado apresentados. Para os testes, os autores destacam que, devido as limitacdes
dos recursos do FPGA utilizados na implementacao, foi necessério utilizar quadros
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de video de baixa resolucdao. Ainda enfrentando esse problema, o artigo sugere a
adocdo de FPGAs mais avancados e nds de rede mais recentes com transceptores
mais poderosos para aprimorar o desempenho. Além disso, destaca a possibilidade
de analisar os tipos de movimentos detectados através de um banco de dados con-
tendo vérias agdes como uma melhoria potencial no futuro. Na concluséo, os autores
enfatizam os desafios enfrentados e as solu¢des propostas na implementacédo de uma
Rede de Sensores Multimidia sem fio para deteccdo de movimento, utilizando o co-
processamento local FPGA.

O artigo de (Genta; Lobiyal; Abawajy, 2019) aborda desafios na redug¢do do con-
sumo de energia em Redes de Sensores sem Fio Multimidia (RSSFM). Propde um
algoritmo multipercurso energeticamente eficiente com clustering dindmico baseado
em Algoritmo Genético (GA). Esse algoritmo realiza o particionamento dindmico da
rede em clusters, seleciona lideres eficientes e implementa roteamento multicaminho
otimizado pelo GA. A selecao dos Cluster Heads considera pardmetros como custo de
energia, energia residual e distancias. O GA representa o caminho do Cluster Head
até o Sink por um cromossomo. A funcao de fitness maximiza a eficiéncia energética
considerando distancias minimas e energia residual. Contribui¢des incluem um novo
algoritmo de clustering e um multicaminho eficiente com base em GA. O desempenho
€ avaliado comparativamente com algoritmos de ultima geracédo para RSSFM. O ar-
tigo busca melhorar a eficiéncia energética e a vida Util da rede, apresentando uma
abordagem inovadora para enfrentar os desafios especificos de RSSFM.

No trabalho de (Kethireddy; Rallapalli; Chilakala; Devulapalli, 2023), apresenta-se
o CECIT (Coherent Energy Cooperative Image Transmission), uma solug¢do desenvol-
vida para superar os desafios encontrados em redes de sensores sem fio multimidia.
Estes desafios incluem o elevado consumo de energia associado a transmisséao de
grandes volumes de dados. O CECIT utiliza cédigos QR para representar imagens
enviadas a internet pelos nés, eliminando a necessidade de realizar processamentos
adicionais, como a conversao para escala de cinza. Esta estratégia, considerada uma
compresséo eficiente, € alcangada por meio da Transformada Wavelet Discreta Bidi-
recional (DWT), que identifica redundancias nos dados. Isso facilita a transmissao e
reduz a carga de armazenamento, constituindo o processo de pré-processamento dos
eventos. Além de reduzir a transmissao de dados, minimizando o consumo de energia,
essa abordagem contribui para prolongar a vida util da rede. Ao oferecer uma alter-
nativa dindmica e eficiente para a transmissdo de imagens em Redes de Sensores
Sem Fio (RSSF), o CECIT destaca-se como uma solugdo que atende as crescen-
tes demandas tecnolégicas e de estilo de vida, proporcionando maior satisfacdo aos
usuarios finais.

O artigo de (Abazeed; Faisal; Ali, 2019) aborda o conceito de multipath em Redes
de Sensores Sem Fio para Multimidia, propondo um protocolo cross-layer que integra
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informacdes de varias camadas. A estratégia proposta visa maximizar os caminhos
para nos disjuntos, com o objetivo de reduzir a congestao e pontos de falha. Uma
funcéo heuristica classifica as rotas, considerando métricas como atraso, energia res-
tante e proporcao de recepgao de pacotes para a transmissdo de multimidia. Além
disso, prioriza pacotes com base em sua importancia, sendo que cada parametro da
funcéo heuristica possui um peso, otimizado por meio de uma busca exaustiva. A
abordagem proposta, chamada Cross-Layer Multipath Routing (CLMR), restringe nés
conjuntos, otimizando o valor da transmissdo. O CLMR classifica os pacotes de mul-
timidia em trés tipos (I, P, B), permitindo a existéncia de pelo menos trés caminhos
do né de origem até o destinatario. Alguns desses caminhos podem ser utilizados
exclusivamente para o trafego de pacotes com prioridade. O processo de criacao de
rotas envolve a coleta de informagdes dos vizinhos, a construgdo de uma tabela de
vizinhos, a selecéo de trés préximos vizinhos para a descoberta de multipath e o en-
vio de pacotes de controle de rota até alcangar o destino. Posteriormente, o destino
calcula os custos dos caminhos e retorna essas informagdes ao n6 emissor por meio
de pacotes de controle de rota resposta.

O artigo de (Bavarva; Jani; Ghetiya, 2018) aborda o desafio do elevado consumo de
energia durante os processos de transmissao, recepcao e processamento. Os auto-
res propdem a utilizacdo de técnicas de multiplas entradas e mdultiplas saidas (MIMO)
em conjunto com deteccao de compressao (CS) para solucionar esses problemas.
A estratégia MIMO mencionada pelos autores proporciona maior confiabilidade, per-
mitindo o direcionamento de pacotes por vérias rotas distintas. Além disso, esses
pacotes podem ser destinados por rotas mais confiaveis, com maior disponibilidade
de energia. Outra estratégia abordada € a técnica de compressao CS, capaz de re-
duzir o tamanho da imagem com baixo consumo de energia de processamento. Essa
técnica ainda mantém a imagem criptografada, uma vez que apenas uma imagem em
formato de ruido é enviada pela rede. Quando o Sink recebe essa informacao, executa
0 processo inverso conhecido, removendo o ruido da imagem. E importante ressaltar
gue esse processo gera algumas perdas, mas, conforme mencionado pelos autores,
a qualidade da imagem perdida é insignificante quando comparada ao custo energé-
tico economizado no envio da imagem. Além disso, destaca-se a seguranca adicional
agregada aos dados.

O artigo de (Chiwariro; Thangadurai, 2023) concentra-se em abordar o congestio-
namento de rede e aprimorar o desempenho em redes de sensores multimidia sem fio.
Para resolver esse desafio, € introduzido um mecanismo de classificagdo de pacotes
baseado em prioridades, utilizando inteligéncia artificial (IA) para extrair a seméantica
de cada pacote e decidir qual deles tera uma prioridade mais alta. Outra estratégia
discutida pelos autores € o uso de multiplas rotas, em que uma heuristica desenvol-
vida no estudo utiliza as prioridades estabelecidas pela |A para determinar a rota que
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cada pacote seguira, seja ela mais rapida ou energeticamente menos custosa. Nos
testes conduzidos pelos autores, os resultados obtidos s&o promissores. A aborda-
gem conseguiu reduzir a perda de pacotes por meio da otimizacéo de rotas, além de
diminuir o atraso e o consumo de energia na rede.

Dentre os trabalhos identificados durante o levantamento bibliografico, observou-se
gue algumas dessas pesquisas se concentraram em propor abordagens para redes de
sensores sem fio com interseccao de sensoreamento. Nestas anadlises, as estratégias
propostas tinham como objetivo tomar a melhor deciséo entre os nds que detectaram o
evento, determinando qual deles seria responsavel por executar o processamento cor-
respondente (Pereira; Brisolara; Ferreira, 2020), (Ferreira; Brisolara; Indrusiak, 2015),
(Caliskanelli; Harbin; Indrusiak; Mitchell; Polack; Chesmore, 2013). No entanto, essas
estratégias nao incorporaram qualquer mecanismo de balanceamento de carga ou di-
visdo de trabalho entre os nds. Além disso, nenhuma das abordagens mencionadas
levou em consideracao a perda de pacotes nas transmissdes da rede, nem explorou o
cenario de um meio sem intersec¢do de sensoreamento.

Outra parcela significativa dos trabalhos identificados buscou aprimorar a tomada
de decisdes em relacao as rotas e estratégias de rede, concentrando-se em escolher
a rota mais vantajosa para transmitir um evento através da rede (Saleem; Alabady,
2023), (Chiwariro; Thangadurai, 2023), (Genta; Lobiyal; Abawajy, 2019), (Abazeed;
Faisal; Ali, 2019), (Bavarva; Jani; Ghetiya, 2018). Diversos algoritmos e estratégias
foram implementados na selecao dessas rotas, incluindo abordagens baseadas em al-
goritmos genéticos ou em inteligéncia artificial (Chiwariro; Thangadurai, 2023), (Genta;
Lobiyal; Abawajy, 2019). Essas abordagens, muitas vezes, permitiam a classificagéo
por prioridades dos pacotes, visando reduzir a laténcia no envio de determinados da-
dos. No entanto, em sua maioria, esses trabalhos ndo contemplaram processamento
local dos dados, tampouco adotaram mecanismos de balanceamento ou compartilha-
mento de tarefas entre os nds. Além disso, os estudos ndo consideraram a perda de
pacotes na rede.

Outros trabalhos identificados propuseram abordagens com énfase no processa-
mento local (Kethireddy; Rallapalli; Chilakala; Devulapalli, 2023), (Varshovi; Kavian;
Ansari-asl, 2019). Em (Varshovi; Kavian; Ansari-asl, 2019), o processamento local
dos dados € otimizado por hardware dedicado, enquanto em (Kethireddy; Rallapalli;
Chilakala; Devulapalli, 2023), a abordagem envolve o pré-processamento local de ima-
gens. Nestas abordagens, nenhuma delas implementou qualquer forma de comparti-
lhamento ou divisao de tarefas entre nds vizinhos. Além disso, nenhuma das aborda-
gens considerou possiveis perdas de dados durante o envio das informagdes.

A Tabela 1 apresenta uma analise comparativa entre as abordagens discutidas na
literatura, revisadas nesta secéo, e a abordagem proposta, TDMEN. Esta analise con-
sidera diversos aspectos relevantes para aplicacdes em Redes de Sensores Sem Fio
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Tabela 1 — Trabalhos relacionados.

Sem Com Considera Processamento Executa
Intersec¢do Interseccdo Perda de Pacotes Local Distribuicao de Tarefas
PEREIRA et al., 2020 v v
FERREIRA et al, 2015 v v
CALISKANELLI et al., 2013 v v
SALEEM et al., 2023 v
CHIWARIRO et al., 2023 v
GENTA et al,, 2019 v
ABAZEED et al., 2019 v
BAVARVA et al., 2018 v
KETHIREDDY et al., 2023 v 4
VARSHOVI et al., 2019 v v
TDMEN v v v v v

Fonte: Elaborada pelo autor.

Multimidia (RSSFM), incluindo a sobreposicdo de sensores (redundancia espacial),
perda de pacotes, bem como questdes relacionadas ao processamento e a distribui-
cao de tarefas entre nodos vizinhos.

O estudo revelou uma caréncia de abordagens que considerem simultaneamente
as duas configuragdes possiveis de redes de sensores sem fio multimidia (com e sem
sobreposicao). Além disso, nenhum dos trabalhos revisados discutiu perda de paco-
tes e sua influéncia no balanceamento de carga proposto. Esta tese se destaca por
ser a Unica a abordar esses trés aspectos em seus estudos de caso. Outro diferencial
da abordagem TDMEN, proposta neste trabalho, € o fato desta expandir o conceito de
balanceamento de carga ao permitir a divisdo de uma tarefa computacional em graos
menores a serem distribuidos entre nodos vizinhos, possibilitando a cooperacdo no
processamento de uma mesma tarefa. Esta abordagem reduz a granularidade do ba-
lanceamento da carga de processamento, e consequentemente amplia as alternativas
para obtencdo de uma descarga mais homogénea.



4 BALANCEAMENTO DE CARGA BASEADO EM DIVISAO
DE TAREFAS

Redes de sensores reativas podem gerar cargas distribuidas de forma muito hete-
rogénea nos nodos sensores, podendo levar a morte prematura de certos nodos. Esta
heterogeneidade € mais presente em redes reativas, onde a ocorréncia do evento,
gera a necessidade da captura e consequente processamento e /ou comunicagao
(Hussien; Matloob, 2018). A medida em que estas redes podem empregar sensores
com captura de dados multimidia, a carga de trabalho aumenta de forma representa-
tiva, podendo produzir demanda por mais comunicagao ou mais processamento aos
nodos.

Em um evento multimidia, comumente ha possibilidade de se dividir o dado captu-
rado em areas de interesse, como, por exemplo, quadrantes de uma imagem, tempo
de um som, etc (Long; Cao; Jiang; Zhang, 2017). Esta segmentagédo permite a execu-
cao do processamento dos dados de um evento multimidia de forma cooperativa, onde
diferentes nodos processam parte dos dados (Long; Cao; Jiang; Zhang, 2017). O pre-
sente trabalho explora esta possibilidade de divisdo da tarefa de processamento em
subtarefas e propde a distribuicdo destas subtarefas entre os nds vizinhos, buscando
equilibrar a carga de trabalho destinada a cada n6 e consequentemente alcancar um
consumo de energia na rede mais uniforme. A divisdo de tarefas leva em conside-
racdo o nivel de bateria dos nds, o numero de subtarefas processadas pelos nés e
a disponibilidade dos nés. Um protocolo de comunicagao, que visa facilitar a execu-
cao da divisdo e compartilhamento das tarefas entre os nés, também foi proposto.
A divisao de tarefas em RSSFM foi tratada em trés abordagens distintas: TDMEN,
TDMEN-CACHE e TDMEN-INTERSEC.

A abordagem TDMEN enderecou RSSFM sem sobreposicao das areas de senso-
riamento, onde um mesmo evento s6 pode ser detectado por um Unico nodo. A Secgéo
4.1 detalha esta abordagem. A abordagem TDMEn-CACHE representa uma variacao
da primeira que explora a questao da redundancia temporal evitando processar repe-
tidamente a mesma informacédo. Esta abordagem sera detalhada na Secao 4.2. A
abordagem TDMEN-INTERSEC aborda as RSSFM com sobreposi¢éo nas areas dos
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sensores, ou seja com redundancia espacial, e sera apresentada na Secao 4.3. Todas
elas foram implementadas no simulador Eboracum, detalhes de implementacéo séao
apresentados nas segdes correspondentes.

Por fim, na Secado 4.4 é proposto um modelo matematico de perdas de pacote
estimado para redes de sensores sem fio que fazem uso do protocolo ZigBee e radios
S2C, que também foi integrar ao simulador Eboracum visando uma simulagdo mais
proxima do mundo real.

4.1 TDMEN: Divisao de tarefas para eventos Multimidia em Redes
de Sensores Sem Fio

A presente abordagem proposta, denominada TDMEN (Task Division for Multime-
dia Events in Wireless Sensor Networks) aborda o balanceamento de carga em RSSF
Multimidia reativas. A estratégia € dividir a carga de processamento associada a um
evento entre os nodos vizinhos, considerando o nivel de bateria dos nés, o numero
de subtarefas processadas por estes e a disponibilidade dos mesmos. Nesta secéo,
€ detalhado como a abordagem TDMEN distribui a carga de processamento desde a
deteccao de um evento até o envio da mensagem resultante para o Sink.

A distribuicdo da carga é baseada em um esquema de comunicacédo. Este es-
guema de comunicacao inicia quando um evento é detectado por um né, fazendo com
gue este envie uma mensagem broadcast para todos os seus vizinhos imediatos, re-
alizando assim o reconhecimento de sua vizinhanca. A Figura 5 ilustra um cenario
composto por cinco nés denominados A-G, com raio sensoriamento de eventos (cir-
culo menor) e raio de cobertura de comunicagao (circulo maior) onde o alcance deste
raio define quais serdo seus vizinhos. Neste cendrio de exemplo, o né G detecta um
evento e depois transmite uma mensagem de broadcast para reconhecer seus vizi-
nhos. Neste contexto, 0 nodo que acabou de detectar um evento € denominado de
nodo mestre. No exemplo ilustrado, 0 nodo G € o nodo mestre.

Como resposta ao nodo mestre (i.e. nodo G), os nodos vizinhos enviam uma men-
sagem contendo as seguintes informacgdes: seu nivel atual de bateria; seu nome iden-
tificador exclusivo; nimero de segmentos processados; estado atual que indica se ja
esta processando ou ndo uma tarefa. Assim, com essas informagdes, o0 nodo Mestre
(n6 G, neste exemplo) monta uma tabela com os dados recebidos de todos os seus
vizinhos imediatos.

A Figura 6 ilustra este esquema de comunicagdo usando como exemplo o cenario
apresentado na Figura 5, onde o né G detectou um evento e 0 né A € um de seus vizi-
nhos. A Figura 6 detalha a sequéncia de mensagens trocadas entre eles. Inicialmente,
o né G envia uma mensagem Hello em broadcasting para seus vizinhos imediatos (A-
F). O n6 A recebe esta mensagem identificada pela tag Hello e como resposta, o né A
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envia uma mensagem para G, que inclui sua carga de bateria, nUmero de segmentos
processados e seu status. Esta mensagem de resposta, marcada como Hey, foi sim-
plificada na Figura 6 mostrando apenas a bateria. Quando o n6 Mestre (n6 G, neste
exemplo) recebe uma mensagem Hey, ele atualiza as informacdes de A na tabela de
vizinhos. Apds, tendo as informacdes atualizadas de todos os vizinhos, G usa essas
informagdes para decidir para qual de seus vizinhos ira distribuir tarefas. No exemplo
ilustrado, G envia uma mensagem Segment para A, enviando os dados do segmento
para serem processados pelo vizinho. O né A ao receber um Segment, processa-o e
depois envia uma mensagem OK para G incluindo informacdes sobre a carga atual
de sua bateria e o resultado do processamento do segmento recebido.

Figura 5 — Exemplo de RSSF Sem sobreposicao de sensoriamento: Interagdo entre nodos
logo apds sensoriamento de um evento.

Fonte: Elaborada pelo autor.

Para efetuar a divisdo do processamento, o nodo Mestre executa um pré-
processamento inicial das informagdes capturadas, esta tarefa tem por objetivo seg-
mentar o dado multimidia. Esta segmentagao viabilizara a divisdo do processamento
em subtarefas e sua distribuicao entre nodos vizinhos.

Uma ilustragédo simplificada do processo de segmentagao pode ser vista na Figura
7, onde o estado A representa uma foto capturada por uma armadilha de insetos.
Essa armadilha visa identificar os insetos que ficarem presos nela. Deste modo, a
etapa de preprocessamento desta armadilha visa identificar os pontos de interesse na
imagem capturada, segmentando a imagem em quadrantes de interesse, onde esta
segmentacao ¢ ilustrada pelo estado B.
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Figura 6 — Exemplo de RSSF Sem sobreposicao de sensoriamento: Fluxo de comunicacao
entre n6 mestre e vizinho.
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Fonte: Elaborada pelo autor.

Com a segmentacgéo finalizada, o nodo Mestre usa a tabela de informacgdes cri-
ada no momento do sensoriamento para tomar a decisao referente a quais nodos
serdo enviados os segmentos. Os vizinhos elegiveis a receberem segmentos para
processar sdo ordenados com base principalmente na quantidade de bateria que os
mesmos possuem e se estdo ocupados ou ndo. Nodos ocupados ndo sao considera-
dos elegiveis, bem como nodos com niveis criticos de bateria que caso executassem
o processamento de um segmento ficariam inativos pouco tempo depois.

Cada vizinho elegivel do nodo Mestre recebe um segmento por vez. Quando um
destes vizinhos finaliza o processamento, ele sinaliza ao Mestre enviando o resultado
do processamento, assim como as informagdes atualizadas de bateria ap6s executar
a tarefa. Com o resultado do processamento do segmento e a tabela de informacdes
atualizada, o nodo Mestre, caso ainda possua segmentos para ser processados, pode
destinar mais segmentos para um mesmo vizinho processar, caso este ainda seja
considerado elegivel.

Esta abordagem é indicada quando a RSSFM néao tem areas de sobreposicao
de sensoriamento entre os nodos. A TDMEN né&o trata esta redundéancia espacial,
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Figura 7 — Processo de Segmentacao de imagem.
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Fonte: Elaborada pelo autor.

podendo gerar mais de um nodo mestre e assim, apesar de dividir a carga, esta carga
podera estar sendo replicada, pois mais de um n6 pode detectar 0 mesmo evento e
disparar a distribuicao.

Para a implementacdo da abordagem TDMEN, fez-se uso do Framework Ebora-
cum, ferramenta que tem sido usada em diversos estudos do presente grupo de pes-
quisa. Como o Eboracum ¢ inteiramente desenvolvido em Java, a criagdo de novos
comportamentos segue basicamente a criagdo de novas classes, as quais devem es-
tender classes-base do Eboracum. Assim, para desenvolver a TDMEN, foram adi-
cionadas trés novas classes a infraestrutura do Eboracum: TaskDivisionWSNNode,
NeighborState e TaskDivisionFIFOCpu.

A TaskDivisionWSNNode € a principal responsavel pela execucéo do fluxo de co-
municacao e controle da divisdo das tarefas nesta abordagem, distribuindo os seg-
mentos para os demais nodos. A classe NeighborState é usada para armazenar in-
formacgdes sobre os nodos. Estas informagbes serdo usadas na tomada de decisédo
quanto a distribuicdo dos segmentos. Cada nodo possui uma lista de instancias da
classe TaskDivisionWSNNode a qual representa as informacdes de cada um dos vizi-
nhos deste nodo. As informacdes desta lista sdo atualizadas durante as comunicacoes
executadas entre os nodos.

Por fim, a classe TaskDivisionFIFOCpu representa a fila de processamento do
nodo, onde as tarefas ficam armazenadas e retiradas na ordem que chegam FIFO.
Na Figura 8 € apresentado o diagrama de classes que sintetiza a implementacéo,
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onde pode-se identificar as trés classes desenvolvidas, bem como as classes-base do
Eboracum que as mesmas derivam. A TaskDivisionWSNNode é uma subclasse da
BasicWirelessSensonNode, classe que representa os nodos na modelagem da RSSF.
Uma instancia de TaskDivisionWSNNode, nodo na abordagem proposta, contera a ta-
bela de vizinhos (neighboursTable), além de estar associado a uma instancia de Task-
DivisionFIFOCpu e a N instancias de NeighborState, para representar as subtarefas
na sua fila e seu estado, correspondentemente.

Figura 8 — Diagrama de classes da implementacdo da abordagem TDMEN.

Eboracum

WirelessNode BasicWirelessSensorMode

TaskDivisienFIFOCpu Task onWSNMNaode

Fonte: Elaborada pelo autor.

O Algoritmo 1 apresenta um pseudocddigo da estratégia TDMEN proposta por este
estudo. Este cddigo simplificado mostra a sequéncia basica executada por cada um
dos nds da rede. Na linha 1, o algoritmo verifica se o né ainda possui bateria para
executar tarefas; ja na linha 2, o fluxo de execugao aguarda a deteccdo de um evento.

Nas linhas 3 e 4 o algoritmo verifica se um evento foi detectado. Caso afirmativo, na
linha 4 é feita a notificagéo dos vizinhos do né mestre por meio de uma tag, indicando
o sensor que fez a detecgéo e incluindo informagdes basicas sobre a identificacdo do
evento na mensagem.

Na linha 5 o algoritmo verifica se recebeu alguma mensagem de seus vizinhos. Se
tiver recebido, ele identifica, na mensagem usando a tag, se € uma mensagem para
processar um segmento, uma mensagem de notificacdo(hey, hellow) ou ainda se é
uma mensagem de resultado(ok).

Caso seja uma mensagem de hellow, na linha 7 o nodo responde ao nodo que
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Algorithm 1: Pseudo cédigo protocolo TDMEN
1 while hasBattery() do

2 event <waitSenseEvent();

3 if event then

4 L sendBroadCastMessage(tag, msgData); // send Hellow tag

while msg < waitMessage() do
6 if msg.HasHellow() then
L sendMessage(msg.nodl D, tag, msgData); // send hey tag

8 else if msg.HasHey() then

9 updateNeighborsTable(msg.nodl D, msgData);

10 nodld <—checkNeighborsTable();

11 sendMessage(nodld, tag, msgData); // send segment tag
12 else if msg.HasSegment() then

13 resultData <—procSegment(msg.data()); // get segment and do
14 SendResult(msg.nodI D, tag, result Data);
15 else

16 results «—gedAndCheckResults(msg.Nodl D, msg.result Data);

17 sendToSink(results); // sumarize results and send to Sink

enviou a mensagem com uma tag de hey e informa os dados da sua bateria. Ainda se
a mensagem recebida for de hey, na linha 9 o nodo atualiza a tabela de vizinhos com
as informagdes recebidas, na linha 10 decide qual nodos iram processar os dados e
na 11 envia os segmentos aos nodos que iram processar 0s dados. ja se a mensagem
recebida conter uma tag de processamento(segment), ele executa esta tarefa na linha
13, usando os dados enviados do segmento na mensagem, e na linha 14, retorna o
resultado ao n6 mestre usando o identificador do né incluso na mensagem.

Por fim, nas linhas 16 e 17, caso seja uma mensagem de resultados(ok), o n6
mestre, ao receber, sumariza esses dados com os demais ja processados e, caso
tenha terminado, envia o resultado ao Sink.

4.2 TDMEN-CACHE: TDMEN integrado com esquema de cache

A abordagem TDMEN, apresentada na Secao 4.1, propde a descentralizacao do
processamento através da divisao e distribuicdo da carga de um evento entre os vizi-
nhos. Analisando ainda a carga de processamento em RSSFM reativas, observa-se
redundancia em processamento, que poderia ser evitado com um esquema de cache.
Visto que uma fragdo de dados, por exemplo, com quadrantes similares ou até idénti-
cos em uma imagem, pode ser capturada por dois eventos distintos, o que acarretaria
processamento redundante (Matheen; Sundar, 2023). O TDMEN-CACHE ¢é proposto
como uma adaptagdo da TDMEN que permite evitar o processamento redundante,
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causado pela redundancia temporal entre eventos multimidia.

Considerando um evento que captura uma imagem, onde esta imagem sera usada
para identificar algum objeto, como, por exemplo, uma armadilha de identificacdo de
Borboletas (Lima; Almeida leandro; Valero; Coronel; Bazzo, 2020). Nesta aplicacao,
a borboleta sera atraida para uma armadilha com alimento, onde uma imagem sera
capturada por uma camera ativada pelo movimento do inseto. Quando esta borbo-
leta entra na armadilha, ela dispara o evento e uma foto é capturada, porém, esta
mesma borboleta podera disparar outros eventos consecutivos pelo seu movimento.
Deste modo, as imagens capturadas em sequéncia muito provavelmente serdo muito
parecidas, possuindo um consideravel volume de dados idénticos.

Essa redundancia de dados pode ocorrer em diversas outras aplicagdes de re-
des de sensores multimidia, como, por exemplo, na identificacdo de passaros por
seus cantos. Nesta aplicacdo, o né de uma RSSF detecta um som em uma floresta
e, por meio de um algoritmo de IA, a identificacdo do passaro pode ser executada.
Comumente, um mesmo passaro ira produzir o mesmo som, canto, diversas vezes
em sequéncia (Williams, 2004), disparando assim varios eventos multimidia contendo
uma mesma informacao.

Este conteudo repetido a cada evento, gera um retrabalho consideravel a cada
nova deteccdo de evento, drenando a bateria dos nodos gradativamente e por fim
causando a morte prematura deles (Matheen; Sundar, 2023). Assim, de modo a con-
tornar esse problema, a estratégia apresentada nesta secao faz uso de uma pequena
memoria cache em cada nodo, a qual é usada para armazenar os dados do evento
anterior, usando estas informacdes para comparar com a ocorréncia do evento atual e
deste modo extrair apenas a fracao dos dados que sdo notoriamente novos no evento
e assim executar o processamento final apenas destes.

Na Figura 9, é ilustrado o processo de segmentacdo de uma imagem, que consiste
na subdivisdo da foto em quadrantes com pontos de interesse. Esses processos sao
frequentemente adotados para facilitar o processamento de uma imagem. A estraté-
gia proposta aqui aproveita esse processo para identificar os novos dados a serem
processados, como também é evidenciado na Figura 9. As imagens exibidas nos
quadrantes superiores desta figura representam os dados de dois eventos multimidia
capturados em sequéncia. A segmentagao destas imagens ¢é ilustrada nos quadrantes
inferiores da referida figura.

Comparando a imagem da esquerda com a da direita na Figura 9, pode-se obser-
var que uma grande parte da informagéao capturada pelos dois eventos é redundante, o
que € comum no sensoreamento de sequéncias de eventos multimidia temporalmente
préoximos. Assim, essa redundancia temporal pode ser muitas vezes identificada com
o uso de uma meméria cache que armazene os dados do evento multimidia anterior.
Esses dados podem ser entdo comparados com as informagdes atuais, identificando
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Figura 9 — Segmentacao e variacao entre eventos com redundancia temporal.

Fonte: Elaborada pelo autor.

a redundancia e evitando o processamento completo das informagdes novamente.

Quando a TDMEN-CACHE é empregada, os dados do evento anterior sdo salvos
no nodo detector e representam o estado anterior. Este dado representa um evento ja
processado pela rede. A abordagem realiza a intersec¢ao entre a imagem do evento
capturado com a do evento anterior, para isolar os dados que ainda requerem proces-
samento, evitando assim retrabalho.

Apos ser realizada a identificagdo dos novos segmentos deste evento, os quais de-
verao ser processados, o fluxo de execucao da divisdo e distribuicdo de tarefas entre
os vizinhos segue o0 mesmo do TDMEN apresentado na Secdo 4.1. Na sequéncia é
feita a identificacdo dos vizinhos com a montagem da tabela pelo nodo que detectou
0 evento e posteriormente, caso necessario, o nodo ird distribuir o trabalho entre seus
vizinhos para que eles executem o processamento destes segmentos. A divisédo re-
alizada pelo TDMEN, integrado ao esquema de cache, se restringe aos dados nao
redundantes entre eventos consecutivos, permitindo uma maior economia de bateria
dos nodos.
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Para explicar a integracao da cache no funcionamento da abordagem TDMEN-
CACHE, sera considerada uma aplicacao de identificacdo de insetos capturados em
armadilhas com pisos adesivos e cameras disparadas por sensores de passagem
apresentada em (Martins; Freitas; Aguiar; Brisolara; Ferreira, 2019) e detalhada por
(Freitas; Martins; Aguiar; Brisolara; Ferreira jr., 2022). Cada inseto capturado no piso
adesivo gera novos eventos, e consequentemente novas imagens do mesmo piso ade-
sivo. A Figura 10 ilustra dois estados do piso adesivo, representando a imagem seg-
mentada no evento anterior (estado 1) e aimagem capturada pelo evento atual (estado
2). Comparando as duas segmentagdes, apenas o0 segmento C2 teve uma mudancga
de estado, em relagao ao cache armazenado, assim este sera o Unico segmento para
0 qual sera necessario executar o processamento. Neste exemplo, ao invés do proces-
samento de 11 segmentos, seria necessario apenas o processamento do C2. Assim,
0 esquema de cache permite uma consideravel reducdo do numero de segmentos a
serem processados, e consequentemente a reducao do consumo energético. Embora
seja introduzida a necessidade da execugédo de uma nova operacao, a de interseccao
entre os segmentos da imagem, esta ainda € consideravelmente menos custosa que
a de executar novamente o processamento de todos os segmentos.

Figura 10 — Cache de imagem.
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Fonte: Elaborada pelo autor.

Para implementacao e avaliagdo desta abordagem também tomou-se como base o
Framework Eboracum, 0 mesmo ja empregado para o desenvolvimento da abordagem
TDMEN original. Os nodos habilitados a dividir tarefas seguindo a abordagem TDMEN
eram representados como instancias de TaskDivisionWSNNode. Esta classe foi entao
estendida para permitir a integracdo do esquema de cache, gerando a classe TaskDi-
visionWithCacheWSNNode. Os nodos representados por esta classe possuem uma
area para armazenamento que representa os segmentos da imagem, representados
no framework pela classe Segment. Estas classes e suas relagdes estdo ilustradas no
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diagrama da Figura 11.

A classe TaskDivisionWithCache WSNNode foi desenvolvida, estendendo a classe
TaskDivisionWSNNode, com a inclusdo de toda a légica do esquema de cache pro-
posto. Assim, a TaskDivisionWithCacheWSNNode permite 0 armazenamento dos
segmentos do evento e a intersec¢ao do evento anterior com o novo evento, de modo
a extrair apenas os segmentos novos a serem processados. Enquanto a classe Seg-
ment representa o armazenamento dos bytes de um segmento, a qual representa os
dados de um evento multimidia.

Figura 11 — Diagrama de classes da implementagao da TDMEN-CACHE.

Ptolemy ‘

Useful Ptolemy Functions and Classes

Eboracum

TaskDivisionWSNNODE

# neighboursTable: Map<String, Node>

# sendMessageToNeighbours() d
# sendMessageToSink()

# sendMessageToNode()
# receiveMessage()

Segment TaskDivisionWithCacheWSNNODE
*
- segment: byte[] # cachedSegments: List<Segment>
+ getSegmentData() _’ + intersecSegments()

Fonte: Elaborada pelo autor.

No diagrama ilustrado na Figura 11 os principais métodos e atributos que compdem
as classes empregadas na implementagéao da abordagem TDEMN-CACHE podem ser
observados. O método IntersecSegments é o principal responsavel por executar a
comparacao entre os dados do evento multimidia atual com o evento disponivel em
cache, buscando assim identificar a recorréncia do mesmo.

O Algoritmo 2 apresenta um pseudocédigo da estratégia TDMEN-CACHE proposta
por este estudo. Este cddigo simplificado mostra a sequéncia basica executada por
cada um dos nés da rede. Na linha 1, o algoritmo verifica se o né ainda possui bateria
para executar tarefas; ja na linha 2, o fluxo de execucéo aguarda a detecgdo de um
evento.
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Algorithm 2: Pseudo cédigo protocolo TDMEN-Cache

1 while hasBattery() do

o o ~ O DN

~

10
1

12
13
14
15
16
17
18
19
20
21

event <—waitSenseEvent();

if cvent then

segmentsToProc <checkCachedSegments(event.currentSegments());
if segmentsToProc > 0 then

L sendBroadCastMessage(tag, msgData); // send Hellow tag
else
| sendToSink(getCached(event)); // send results to Sink

while msg < waitMessage() do
if msg.HasHellow() then
L sendMessage(msg.nodl D, tag, msgData); // send hey tag

else if msg.HasHey() then

updateNeighborsTable(msg.nodl D, msgData);

nodld <—checkNeighborsTable();

sendMessage(nodld, tag, msgData); // send segment tag

else if msg.HasSegment() then

result Data <—procSegment(msg.data()); // get segment and do

SendResult(msg.nodI D, tag, result Data);

else

results +—gedAndCheckResults(msg.NodI D, msg.result Data);
sendToSink(results); // sumarize results and send to Sink
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Na linha 3, o algoritmo verifica se um evento foi detectado. Caso afirmativo, o
né que detectou o evento, na linha 4, verifica se os dados desse evento ja estdo
inclusos em seu cache, identificando se o evento atual € uma recorréncia e assim,
evitando o processamento duplicado das mesmas informacdes. Ainda na linha 4,
com o parametro e retorno do método que verifica o cache, é feita a atualizagdo do
cache e dos segmentos a serem processados respectivamente. Na linha 5 0 nodo
verifica se existe algum segmento a ser processado, caso afirmativo este envia uma
mensagem de broad cast com a tag de hellow. Ainda, na Linha 8 caso nao haja
nenhum, segmento a ser processado, indicando que os dados ja estdo em cache, o
nodo envia os resultados conhecidos ao Sink.

Na linha 9 o algoritmo verifica se recebeu alguma mensagem de seus vizinhos. Se
tiver recebido, ele identifica, na mensagem usando a tag, se € uma mensagem para
processar um segmento, uma mensagem de notificacdo(hey, hellow) ou ainda se é
uma mensagem de resultado(ok).

Caso seja uma mensagem de hellow, na linha 11 0 nodo responde ao nodo que
enviou a mensagem com uma tag de hey e informa os dados da sua bateria. Ainda se
a mensagem recebida for de hey, na linha 13 o0 nodo atualiza a tabela de vizinhos com
as informagdes recebidas, na linha 14 decide qual nodos iram processar os dados e
na 15 envia os segmentos aos nodos que iram processar 0s dados. ja se a mensagem
recebida conter uma tag de processamento(segment), ele executa esta tarefa na linha
17, usando os dados enviados do segmento na mensagem, e na linha 18, retorna o
resultado ao n6 mestre usando o identificador do né incluso na mensagem.

Por fim, nas linhas 20 e 21, caso seja uma mensagem de resultados(ok), o nd
mestre, ao receber, sumariza esses dados com os demais ja processados e, caso
tenha terminado, envia o resultado ao Sink.

4.3 TDMEN-INTERSEC: Balanceamento de Carga em Redes com
Sobreposicao de Senroreamento

A abordagem TDMEN original propde a divisdo do processamento referente a um
evento e a distribuicdo destas subtarefas aos nodos vizinhos. No entanto, em RS-
SFM onde um mesmo evento puder ser detectado por mais de um nodo, ou seja, com
sobreposi¢do nas areas de sensoriamento dos nodos, a TDMEN original ndo apresen-
tard vantagens significativas por que cada nodo que detectar o mesmo evento, fara a
distribuicao entre os vizinhos, podendo inclusive gerar uma sobrecarga maior do que
a RSSF sem balanceamento, devido a sobrecarga no envio de informacdes redun-
dantes do mesmo evento. Para RSSFM com esta redundéancia espacial, a abordagem
TDMEN-INTERSEC é proposta, a qual explora esta redundancia para que os nos que
capturam o mesmo evento, cooperem no processamento dos dados multimidia. Além
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de evitar o reprocessamento de dados, a abordagem se favorece da redundancia es-
pacial, permitindo reduzir as comunicagdes necessarias para esta divisdo de tarefas
entre alguns dos nodos e ainda ampliar as possibilidades de distribuicdo com vizinhos
a um hop de distancia.

Figura 12 — Exemplo de RSSFM com redundéancia espacial e as comunicagdées empregadas
pela TDMEN-INTERSEC.

Fonte: Elaborada pelo autor.

Para detalhar esta abordagem sera usada uma RSSFM para deteccéo e identi-
ficacdo de sons de passaros. A Figura 12 ilustra um cenario desta rede, onde trés
nodos (H, G e E) detectam simultaneamente o0 mesmo evento. Em RSSF onde ha
uma redundancia temporal, isto é, onde dois ou mais nodos podem detectar o mesmo
evento, a propagacao da deteccao deste evento pode ser visualizada como uma forma
de onda, onde na ilustragédo os nodos H, G e E detectam o evento, o canto do passaro,
sequencialmente.

Como todos os nodos H, G e E possuem as informacdes do evento em sua me-
méria, podem trabalhar de forma colaborativa para processar o evento, dispensando
a necessidade do envio de segmentos entre eles. A comunicacao entre eles fica re-
sumida a verificagdo se o evento detectado € o mesmo. Além disso, dado que os trés
nodos que sensorearam o evento (H, G e E) possuem vizinhos distintos, a abordagem
amplia as possibilidades de distribuicdo de subtarefas, pois permite atribuir subtare-
fas a cada vizinho imediato destes nodos. Na Figura 12, os nodos |, F e D, os quais
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nao detectaram o evento, também poderao receber parte da carga de processamento
referente ao evento corrente.

Para que esta abordagem pudesse ser implementada, um protocolo de comunica-
cao entres os nodos foi concebido, o qual define as trocas de mensagens realizadas
pelos nodos da rede quando a TDMEN-INTERSEC é adotada. A Figura 13 ilustra este
protocolo, no exemplo apresentado os nds que detectam um evento (G e H) enviam
uma mensagem de broadcast 'Hello’ para todos os seus vizinhos. Esta mensagem
contém um identificador Unico que representa o evento e a informacéao atual da bate-
ria do né remetente.

Quando os nodos recebem uma mensagem ’Hello’, eles verificam, por meio do
identificador, se 0 mesmo evento foi recentemente sensoreado por eles. Caso a res-
posta seja negativa (F e l), eles enviam uma mensagem 'Hey’ de volta ao né remetente,
incluindo informagdes sobre sua propria bateria, sinalizando assim sua disponibilidade
para colaborar no processamento do evento.

Se o né ja tiver detectado o evento (no exemplo, G e H), o né com a maior quan-
tidade de bateria assume a posigdo de Mestre (G). O n6 mestre é responsavel por
tomar decisdes sobre quais nds processardao quais segmentos do evento. O outro
né, chamado de Escravo (H), envia uma tabela de seus vizinhos imediatos ao nodo
Mestre, esta tabela contém nomes e quantidades de bateria dos nds vizinhos.

O n6 mestre (G no esquema ilustrado), ao receber as respostas de seus vizinhos,
toma decisbes com base em seus niveis de bateria para determinar quais nés parti-
cipardo do processamento do evento. No cenario ilustrado, o né Mestre (G) decide
enviar uma parte dos dados multimidia do evento (segmento) ao nodo F, seu vizi-
nho imediato, para processamento. Ainda, o nodo mestre (G) comunica ao nodo es-
cravo (H) por meio de uma mensagem ’'Send’ que este deve encaminhar uma parte
do evento ao seu vizinho, o né I. Como o n6 H também detectou o mesmo evento, ndo
€ necessario enviar o segmento em si, sendo necessario apenas a identificacao do
segmento a ser processado, uma vez que o nodo H ja possui os dados referentes ao
evento corrente. Esta estratégia reduz o custo energético desta comunicagao, sendo
este apenas o custo de envio de uma mensagem normal, isto é, o custo de envio de
uma mensagem sem o payload de dados multimidia.

O n6 F recebe a mensagem do nodo G, processa e envia de volta o resultado, jun-
tamente com sua nova quantidade de bateria. Esta quantidade de bateria servira para
que o nodo mestre atualize sua tabela de vizinhos e possa usar como referéncia caso
haja necessidade da distribuicdo de novos segmentos do evento entre seus vizinhos.

Enquanto isso, o né escravo (H), ao receber a mensagem do nodo mestre (G),
encaminha uma mensagem do tipo 'Segment’ ao nodo |, como ilustrado na Figura 13.
Esta mensagem contém os dados do segmento 1, habilitando o nodo | a processa-lo.
O nd |, ao receber o segmento de H, o processa e envia o resultado de volta para o
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nd H, incluindo sua nova quantidade de bateria. Por fim, o n6 escravo (H) retorna o
resultado obtido do processamento realizado pelo né | para o né mestre (G).

No exemplo, o né | ndo é um vizinho imediato do n6 G e, portanto, se G fosse
repassar os dados do segmento para o no |, teriamos custos de retransmissao asso-
ciados (distancia de 2 hops). No entanto, por meio desta estratégia, os dados dos
segmentos multimidia, que incluem custos maiores de transmisséo, sempre trafegam
apenas um unico hop na rede, e mesmo assim conseguimos atingir nés a uma dis-
tancia consideravelmente maior. Como essa mensagem de envio de segmento pode
envolver um volume grande de dados, essa estratégia tem a capacidade de promover
uma reducao significativa no consumo relativo a essa comunicacao.

O esquema de mestre e escravo proposto na abordagem TDMEN-INTERSEC am-
plia os colaboradores no processamento de um evento, sem aumentar os custos com
mensagens volumosas e explorando a redundéancia espacial. Assim, quanto mais nés
detectarem o mesmo evento, maior sera a lista de nés elegiveis para colaborar no pro-
cessamento dos dados multimidia (ou segmentos) desse evento, ampliando os efeitos
do balanceamento de carga na rede.

Esta implementagdo baseou-se na criacdo de duas novas classes: a TaskDivisio-
nintersecProtocol, EventControlData e Protocol as quais executam a seguinte funcao:

» TaskDivisionintersecProtocol - classe desenvolvida com a extensao da classe
TaskDivisionWithCache WSNNode, discutida na Segao 4.2. Esta classe repre-
senta cada um dos nodos da rede, executando o envio, recebimento e o proces-
samento das mensagens empregadas pela TDMEN-INTERSEC. Como o fluxo
de comunicacao desta abordagem é ligeiramente distinto da usada pela TDMEN-
CACHE, o método receiveMessage foi sobrescrito para se adequar ao novo pro-
tocolo;

» EventControlData - classe que armazena os segmentos de um evento e 0s
demais dados agregados a este;

* Protocol - representado aqui como uma interface a qual deve designar o que
cada uma das tags de mensagens do fluxo de comunicacao deve executar, seja
esta processar um segmento ou encaminhar 0 mesmo a outro nodo;

A Figura 14 apresenta o diagrama de classes da abordagem TDMEN-INTERSEC,
implementada com o uso das classes fornecida pelo framework eboracum. Na figura
¢ ilustrado a relagédo das 3 novas principais classes desta abordagem: TaskDivisionin-
tersecProtocol, EventControlData e Protocol.

O Algoritmo 3 apresenta um pseudocddigo da estratégia TDMEN-INTERSEC pro-
posta por este estudo. Este cddigo simplificado da estratégia mostra a sequéncia
basica executada por cada um dos nés da rede. Na linha 1, o algoritmo verifica se
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Algorithm 3: Pseudo cédigo protocolo TDMEN-INTERSEC

1 while hasBattery() do
2 event <—waitSenseEvent();
3 if event then

4 L sendBroadCastMessage(tag, msgData); // send Hellow tag
while msg < waitMessage() do
6 for all proTag proc in protocolResolver do
L proc.resolve(msg.getTag(), msg.data()); // get tag and do

0 n6 ainda possui bateria para executar tarefas; ja na linha 2, o fluxo de execucao
aguarda a deteccado de um evento. Nas linhas 3 e 4 o algoritmo verifica se um evento
foi detectado. Caso afirmativo, o n6 que detectou o evento notifica seus vizinhos por
meio de uma tag, indicando o sensor que fez a detecgao, incluindo informagdes ba-
sicas sobre a identificacdo do evento na mensagem. Finalmente, nas linhas 5, 6 e 7,
o né verifica se recebeu alguma mensagem de seus vizinhos. Se tiver recebido, ele
identifica, por meio da tag na mensagem, qual tarefa deve executar, seja processar
um evento ou sinalizar sua disponibilidade.

4.4 Modelagem da Perda de pacotes

Visando aproximar os resultados de nossas simulagdes aos resultados de experi-
mentos realizados em ambiente real, nesta secéo sera discutida a perda de pacotes
relacionadas sobretudo a interferéncias comuns em ambientes reais. Com base nesta
discussao, € proposta uma forma de incluir um modelo de perda nas simulac¢des rea-
lizadas nesta tese.

A modelagem de perdas concebida aqui utilizou como referéncia os estudos de
(Yin; Huang; Chen, 2016) e (Fakhri; Gharghan; Mohammed, 2018), que conduziram
testes com médulo S2C e o protocolo ZigBee. Esses estudos permitiram identificar e
modelar equacdes que descrevem a perda de pacotes e a intensidade do sinal com
base na distancia entre os nodos, tanto em ambientes externos quanto internos.

p=1.279 % 10711 5 702641 (1)

A Equacao 1 modela o percentual de perda de pacotes em uma rede wireless
com o emprego do protocolo ZigBee. O parametro x corresponde ao RSSI do né
receptor dos dados da rede, e o valor de p expressa o percentual de perdas, conforme
apresentado em (Yin; Huang; Chen, 2016). Com base na equacao e nos demais
dados e resultados apresentados em (Yin; Huang; Chen, 2016), pode-se identificar
gue quando o valor do RSSI é igual ou inferior a 75, o percentual de perda de pacotes
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nao ultrapassa 0.5%. Entretanto, os autores ainda apontam que com valores de RSSI
acima de 75, o percentual de perda de pacotes aumenta exponencialmente. As perdas
permanecem abaixo de 1% até um RSSI de 77, porém, esta porcentagem sobe para
aproximadamente 7% quando o RSSI atinge 85.

RSSI = —17.435log(d) — 35.149 2)

A Equacao 2, apresentada no estudo (Fakhri; Gharghan; Mohammed, 2018), mo-
dela uma estimativa de sinal RSSI no S2C Zigbee em ambientes externos. Nesta
equacao, o valor da variavel d corresponde a distancia em metros entre um nodo e
outro. Com base nesta equacao, considerando a distancia entre os nodos e fazendo
relagcdo com o estudo de (Yin; Huang; Chen, 2016) que compara o valor do RSSI com
a perda de pacotes, pode-se modelar a perda de pacotes aproximada em nossas si-
mulacdes. Por exemplo, em um cenario de RSSFM para manejo de pragas onde os
nodos estédo distantes em 150m, pode ser considerado um RSSI de 75, resultando em
uma perda média de pacotes de aproximadamente 0.5%.

Apesar das simulagdes e testes de intensidade de sinal apresentados em (Fakhri;
Gharghan; Mohammed, 2018) cobrirem uma ampla gama de ambientes externos,
ainda podem ocorrer fatores adversos e desconhecidos que impactem na qualidade
do sinal. Contudo, como identificamos com base no trabalho de (Yin; Huang; Chen,
2016) e com suporte da equacgéo 1, a perda de pacotes esta diretamente relacionada
a intensidade do RSSI recebida. Deste modo, caso a intensidade do sinal entre os
nés da rede varie muito da média esperada de 75, ou ainda caso haja alguma ne-
cessidade, seria possivel ajustar o espacamento dos nodos da rede de modo que o
RSSI se adeque a perda de pacotes correspondente desejada, tomando como base a
equacao 1.
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Figura 14 — Diagrama de classes TDMEN-INTERSEC.
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EventControlData TaskDivisionIntersecProtocol
- Segment: segmentData % # neighboursTable: Map<String, Node>
- List<Object>: eventData - eventsToProcess: Map<String, EventControlData>

- protocolResolver: List<protocol>
+ getSegmentData()

+ getEventData()

# sendMessageToNeighbours()

# sendMessageToSink()

# sendMessageToNode()

# receiveMessage() <<override>>

<<Interface>>
Protocol

+ resolve(EventTag, eventControlData): boolean

Fonte: Elaborada pelo autor.
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5 ESTUDO DE CASO 1: DIVISAO DE TAREFAS EM RSSFM
SEM REDUNDANCIA DE SENSOREAMENTO

Neste capitulo, as abordagens propostas TDMEN e TDMEN-Cache serao avali-
adas no contexto de uma RSSFM para manejo de pragas em pomares. Esta rede
dedicada nao possui sobreposicao de areas de sensoriamento, sendo um cenario de
aplicacdo de ambas abordagens citadas. Na Secado 5.1 esta aplicacdo sera apre-
sentada, bem como serdo detalhados aspectos dos nés empregados nesta rede. A
modelagem empregada em nossas simulacoes sera detalhada na Se¢ao 5.2. Nas se-
coes 5.3 e 5.4 serdo apresentados os resultados experimentais obtidos com as duas
abordagens propostas por este estudo, a TDMEN e a TDMEN-CACHE, ambas volta-
das para redes de sensores sem fio sem sobreposicdo de sensoreamento. Por fim,
na Secao 5.5 sdo apresentados e discutidos os resultados obtidos com a inclusdo da
simulacao de perda de pacotes aos testes executados.

5.1 RSSF para o manejo de pragas em pomares

Uma area bastante promissora para o emprego de RSSF é a agricultura de pre-
cisdo, onde nodos sensores sao integrados aos pomares e lavouras visando coletar
e monitorar informacdes das culturas. Dentre os dados comumente sensoriados por
estes dispositivos neste meio estdo: os aspectos do solo como umidade e acidez; do
clima como a temperatura e o indice da radiacao solar; da saude das plantas como o
controle e monitoramento de pragas que atacam estes cultivos (Velusamy; Rajendran;
Mahendran; Naseer; Shafig; Choi, 2021).

No contexto da agricultura, 0 manejo e combate das doencas que acometem as
lavouras tem gerado uma crescente e constante demanda de inimeras pesquisas e
solucdes mais tecnoldgicas e menos nocivas ao meio ambiente (Velusamy; Rajendran;
Mahendran; Naseer; Shafig; Choi, 2021). Neste meio, o uso de armadilhas eletrénicas
para o controle e monitoramento de pragas nas lavouras tem se mostrado bastante
relevante e promissor (Preti; Verheggen; Angeli, 2021).

Nesta tese, experimentos foram realizados usando a aplicacao de manejo de pra-
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gas com armadilhas eletronicas inteligentes. Estas armadilhas sdo capazes de captu-
rar e identificar insetos de interesse em um pomar, permitindo deste modo monitorar
e detectar possiveis infestacées. As armadilhas usam feromonios para atrair insetos
e captura-los usando um piso adesivo (Martins; Freitas; Aguiar; Brisolara; Ferreira,
2019). Um sensor de passagem (infravermelho) detecta a passagem de um inseto e
ativa a captura de uma imagem (Martins; Freitas; Aguiar; Brisolara; Ferreira, 2019).
Apés, a imagem sera processada e uma técnica de aprendizado de maquina sera
empregada para identificagdo e contagem dos insetos.

A abordagem adotada para a identificacdo de insetos empregada nas armadilhas
foi anteriormente proposta em Martins; Freitas; Aguiar; Brisolara; Ferreira (2019). Esta
abordagem usa uma técnica de Processamento Digital de Imagens para determinar
regides de interesse (ROI) na imagem, que sao provaveis insetos e uma Rede Neural
Artificial para analisar e classifica-los na classe certa de moscas. Esta identificacéo €
feita essencialmente por uma Rede Neural Convolucional, como detalhado por Freitas;
Martins; Aguiar; Brisolara; Ferreira jr. (2022).

As armadilhas sao conectadas por modulos de radiofrequéncia (RF), assim quando
um nodo sensor detecta insetos, e faz a identificagcdo e contagem dos mesmos, esta
contagem é entdo transmitida usando conexdes multihop até a estacao base. A Figura
15 ilustra uma pequena RSSFM composta por quatro armadilhas inteligentes (smart
traps) conectadas a um né de estagao base (Sink node) usando multi-hop. Devido a
captura de imagens requerida, esta RSSF é classificada como multimidia. Na forma
de captura realizada, classifica-se esta RSSF como reativa, pois novas imagens s6
serdo capturadas se o sensor infravermelho detectar a passagem de um inseto.

Nesta tese, a RSSFM simulada baseia-se na prova de conceito da armadilha in-
teligente apresentada anteriormente por Martins; Freitas; Aguiar; Brisolara; Ferreira
(2019) e detalhada em Freitas; Martins; Aguiar; Brisolara; Ferreira jr. (2022). A Figura
16 ilustra os principais modulos que sao utilizados no protétipo de armadilha inteli-
gente, os quais sao: CPU, Médulo RF, Camera, sensor infravermelho e uma bateria
para alimentar todo o sistema.

As armadilhas inteligentes contém um sensor infravermelho usado para ativar o né
guando um inseto entra na armadilha. Este médulo € usado para dar um comporta-
mento reativo para nossos nds sensores sem fio, ativando a cAmera para capturar uma
nova imagem. A capacidade de sensoriamento para o n6 da RSSF é representada
pela composigao de sensor infravermelho e cadmera. No entanto, o raio de sensoria-
mento é dado pelo ferom6nio usado para atrair os insetos. A CPU é um Raspberry
Pi lll sendo usada para executar as técnicas de processamento de imagem e aprendi-
zado de maquina propostas por Freitas; Martins; Aguiar; Brisolara; Ferreira jr. (2022).

Para comunicacdo, as armadilhas sdo equipadas com médulos de RF modelo
XBee S2C (Inc., 2020). O raio de comunicagdo empregado baseou-se em experi-
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Figura 15 — Armadilhas Eletrénicas compondo uma RSSF para manejo de pragas.
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Fonte: Elaborada pelo autor.

Figura 16 — Diagrama de blocos da Armadilha inteligente
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mentos em campo realizados em nosso grupo de pesquisa que indicaram um alcance
maximo de 160m em regido de pomares (Freitas; Martins; Ferreira junior; Brisolara,
2018). O protocolo empregado € o Zigbee: uma camada de rede e aplicagao sobre as
camadas MAC e PHY especificadas no padrao IEEE 802.15.4. O Zigbee é preferido
em aplicagbes de RSSF no dominio agricola devido ao seu baixo custo, confiabili-
dade, baixo consumo de energia, auto-organizagéo, autocorrecao, topologia de malha
e caracteristicas de seguranca (Sahitya; Balaji; Naidu; Abinaya, 2017).

Como uma restricao importante em RSSF é o tempo de vida, para nosso estudo
de caso, fora caracterizado o consumo de energia para os modulos da armadilha. A
Tabela 2 detalha a corrente requerida por cada médulo, usada para modelar custos
energéticos e simular a descarga da bateria dos nodos da rede. Esses valores sao
usados nos experimentos para determinar a caracterizagao dos modelos de simulagao
empregados.

Anteriormente, um estudo de caso empregando também esta aplicacao alvo foi
conduzido pelo presente grupo de pesquisa, porém empregando uma RSSF proativa.
Este estudo anterior, publicado em (Zanini; Souza; Brisolara; Ferreira jr, 2021), auxiliou
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Tabela 2 — Corrente gasta pelos médulos da Armadilhas

Modo Corrente (mA)
RX/lddle corrente 28
Tx corrente 33
Raspberry 800
Infra-red sensor 10

Fonte: Elaborada pelo autor.

nas definicbes empregadas aqui para raio de sensoriamento, radio de comunicacao,
densidade da rede e algumas das caracterizagbes de consumo.

5.2 Modelagem do Estudo de Caso

No modelo de simulacdo base construido no framework Eboracum para este es-
tudo de caso, cada nd sensor representa uma armadilha eletrénica. Cada nodo pos-
sui um raio de sensoriamento e um raio de comunicagdo. Neste cenario, a cobertura
do sensoriamento adotada é de 70 m, considerando o uso do feroménio Bio Trime-
dlure. O cenario emprega-se uma armadilha por hectare, que representa um espa-
camento entre armadilhas de 100m. Um evento no simulador representa um inseto
detectado pelo sensor infravermelho. Assim, a cobertura de cada né sensor nunca
se sobrepde, pois 0 mesmo inseto ndo pode estar em uma armadilha diferente si-
multaneamente. Nas simulagdes realizadas, esses nds sdo modelados por instancias
de classes do nosso framework. A classe TaskDivisionWSNNode, TaskDivisionWith-
CacheWSNNode e SimpleWSNNode sao adotadas nos experimentos com TDMEN,
com TDMEN-Cache, e sem nenhuma técnica de balanceamento de carga, respectiva-
mente.

Neste estudo considerou-se um cenario com uma rede Ad Hoc em uma simulacao
composta por 36 nés sensores distribuidos uniformemente em uma area quadrada
de 810.000 m2 (900 m x 900 m) com um nodo Sink posicionado na lateral, conforme
ilustrado na Figura 17. Os nodos sao conectados a um de seus quatro vizinhos (o
mais préximo ao Sink) ou diretamente ao Sink. O raio de comunicacao € de 160 m,
permitindo sempre que as mensagens dos nodos alcancem apenas os quatro nés
proximos, que chamamos de vizinhos imediatos.

A Figura 17 representa uma captura da tela do Eboracum durante uma simulagao,
onde o0s nés sensores podem ser identificados (pequeno circulo azul-escuro), o raio
de sensoriamento (circulo azul-claro intermediario) e o raio de comunicacao (circulo
maior externo). Também € possivel observar a posicao do Sink utilizado nas simu-
lacGes, que esta localizado a esquerda, fora do retdngulo que representa a area de
interesse. Em um cenario de agricultura de precisdo, € comum que o Sink esteja fora
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do pomar, pois este devera estar em local com fonte de energia ilimitada e conecti-
vidade com a internet disponivel. Os pontos vermelhos representam os eventos, ou
seja, a captura de insetos pelas armadilhas.

Figura 17 — Cenario de simulacao para manejo de pragas, pontos vermelho representam even-
tos e circulos azul, nodos sensores.
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Fonte: Elaborada pelo autor.

Figura 18 — Distribuic&o de probabilidade espacial Normal Invertida.
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Fonte: Elaborada pelo autor.

Usando a classe StochasticDailyJumperEvent fornecida pelo Eboracum, foi mode-
lada a ocorréncia de insetos em pomares. Como a presenca desse tipo de inseto em
um pomar é consideravelmente maior ao final do dia (Drew; Yuval, 1999), as simula-
cOes realizadas geram eventos uma vez ao dia. A frequéncia de eventos € modelada
por uma distribuicao de Poisson com intervalo médio de 68399 segundos (19 h), des-
vio padrao de 199 s (2 h) e intervalo de 0 a 86399 segundos (24 h). Por dia, 0 modelo
de simulacdo gera dez eventos como carga de trabalho diaria.
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Para modelar aspectos espaciais da chegada dos insetos ao pomar, definimos um
modelo de dispersao dos eventos baseado em uma distribuicdo Normal Invertida, onde
quanto mais préximo da borda da rede, maior a probabilidade de ocorréncia dos even-
tos. A rede de sensores esta localizada em um pomar e cada evento é acionado pela
presenca de um inseto. Como esses insetos vieram de fora do pomar, ha maior pro-
babilidade de que armadilhas nas bordas da area de interesse capturem mais insetos
(Clemente-orta; Madeira; Batuecas; Sossai; Juarez-escario; Albajes, 2020).

A Figura 18 apresenta o grafico de dispersao de probabilidade utilizado neste es-
tudo de caso, a probabilidade apresentada no centro do grafico € equivalente a pro-
babilidade de um evento ocorrer no centro da rede, 0 mesmo vale para as arestas do
grafo e da rede. Os resultados deste estudo de caso sdo apresentados na Secéao 5.3.

O método adotado nas armadilhas de acordo com (Freitas; Martins; Aguiar; Briso-
lara; Ferreira jr., 2022) tem o custo de processamento das armadilhas dependente do
nuamero de regides de interesse (NROI) naimagem, ou seja, o numero de segmentos a
serem processados. Assim, em nosso modelo, um evento representa um novo inseto
detectado, e sua ocorréncia acarreta um incremento no NROI da armadilha. Ao adotar
nossa abordagem proposta, esse numero € Util para determinar como 0os segmentos
devem ser distribuidos entre os nés da rede.

Cada um dos nés da rede tem disponivel uma bateria de 25200000 mAs. Para ava-
liar o consumo energético das diferentes solucées de RSSFM para manejo de pragas,
foi necessario caracterizar as solu¢des de rede para esta aplicacdo alvo. Os custos
de energia usados nestas caracteriza¢des foram definidos com base no protétipo da
armadilha e seus modulos detalhados na Secdo 5.1, mas também considerando os
protocolos propostos pelas abordagens de divisao de tarefas.

A primeira caracterizacdo realizada considera a rede sem nenhuma abordagem
de divisdo de tarefas de processamento ou balanceamento de carga. Neste caso ha
trés custos a serem empregados, referente ao modo de operacdao dos nodos, o de
processamento da imagem, o de envio da mensagem com a contagem e do modo de
inoperante (iddle). Estes custos podem ser observados na Tabela 3.

Os custos de IDLE_COST refere-se ao consumo do nodo quando este nao esta
processando e nem transmitindo mensagens, mas habilitado a capturar eventos e
receber mensagens. O SEND_APP_MESSAGE representa o consumo referente ao
envio da mensagem de contagem de insetos entre dois nodos vizinhos. Este refere-se
ao consumo estimado para o médulo RF enviar mensagens de 36 Bytes, utilizando
250 Kbps como taxa de transmissao e uma corrente de 33 mA durante a transmissao.
Nesta caracterizacdo (Tabela 3), como n&o ha divisdo de tarefas, o custo de proces-
samento é de todos os segmentos da imagem. O tempo estimado para a Raspberry
processar um ROI é de 0,9 segundos usando uma corrente de 800 mA, totalizando
720 mAs. Assim, o custo total do processamento 720 mAs multiplicado pelo NROI



61

Tabela 3 — Custo de energia da tarefa sem balanceamento de carga.

Nome da Tarefa Custo

SEND _APP_MESSAGE 0.038016 mAs
IDLE_COST 0.1 mAs
PROCESSING 420 + 720*NROI mAs

Fonte: Elaborada pelo autor.

e somado ao custo de pré-processamento (420 mAs). Neste caso, este preproces-
samento é a segmentacao realizada internamente pelo algoritmo de aprendizado de
maquina. O custo deste pré-processamento foi dado pelo tempo estimado de execu-
céo (0,525 segundos) para esta tarefa na CPU consumindo uma corrente de 800 mA.
Estes custos sdo os mesmos empregados nas simulagdes realizadas no trabalho de
Zanini; Souza; Brisolara; Ferreira jr (2021).

Os custos de IDLE_COST e SEND_APP_MESSAGE sao os mesmos nas trés ca-
racterizagcdes empregadas em nossos experimentos. No entanto, para avaliar o con-
sumo usando nossas abordagens de divisdo de carga, foi necessario estender os
modos de operacado dos nodos no Eboracum. A Tabela 4 e a Tabela 5 apresentam os
custos adotados para nossos experimentos usando as abordagens TDMEN e TDMEN-
CACHE, respectivamente.

Com a divisao de tarefas proposta na TDMEN, foi necessario redefinir o custo do
envio de um segmento da imagem ao nodo vizinho imediato. Esta operacao foi nome-
ada SEND_SEGMENT. Agora o protocolo requer também a mensagem de descoberta
e montagem da tabela de vizinhos, a SEND_DISCOVERY, que representa o custo do
nodo na troca de mensagens de descoberta e/ou atualizar sua tabela de vizinhos. Os
custos de comunicagéo utilizados para o SEND_DISCOVERY ¢é equivalente ao custo
de SEND_APP_MESSAGE ja que possuem a mesma quantidade de bytes. Ja para
o envio do SEND_SEGMENT foi estimado considerando a quantidade de cabecalhos
usada por pacote a ser enviado mais uma mensagem de 3,87 KBytes, representando
um segmento de imagem.

Por fim, a divisdo de tarefas requer fragmentar o processamento, separando o
processamento do segmento, do pré-processamento de toda a imagem. O PROCES-
SING_SEGMENT representa o custo de processamento de um segmento da imagem,
onde foi considerado os 720 mAs, mantendo a estimativa do custo de processamento
de um ROl pela CPU da armadilha. O custo de PRE-PROCESSAMENTO foi estimado
em 420 mAs.

Ja na caracterizacao adotada nos experimentos com TDMEN-CACHE, sumarizada
na Tabela 5, duas novas operacgdes tiveram de ser estimadas COMPARING_EQUALS
e COMPARING_DIF. Estas operac¢des sédo responsaveis por definir se um segmento
precisara ser processado ou ndo, com base na analise de intersec¢ao entre os seg-
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Tabela 4 — Custo de energia de cada tarefa com TDMEN.

Nome da Tarefa Custo
SEND_SEGMENT 5.0012 mAs
SEND_DISCOVERY 0.038016 mAs
SEND_APP_MESSAGE 0.038016 mAs
IDLE_COST 0.1 mAs
PREPROCESSING 420 mAs

PROCESSING_SEGMENT 720 mAs

Fonte: Elaborada pelo autor.

Tabela 5 — Custo de energia de cada tarefa com TDMEN-CACHE.

Nome da Tarefa Custo
SEND_SEGMENT 5.0012 mAs
SEND_DISCOVERY 0.038016 mAs
SEND_APP_MESSAGE 0.038016 mAs
IDLE_COST 0.1 mAs
PREPROCESSING 420 mAs

PROCESSING_SEGMENT 720 mAs
COMPARING_EQUALS 5 mAs
COMPARING_DIF 5 mAs

Fonte: Elaborada pelo autor.

mentos de imagem: os segmentos a serem processados do evento atual e os seg-
mentos salvos na cache do nodo.

O custo COMPARING_EQUALS equivale ao custo de uma interseccao entre dois
segmentos que sdo exatamente iguais, onde serdo comparados todos os pixeis da
imagem com o do segmento em questao, de modo a determinar que este segmento
ja esta contido em cache e neste caso ndo precisara ser processado. Ja o COM-
PARING_DIF equivale ao custo da execucao da intersecgdo entre dois segmentos
distintos, onde cada pixel dos segmentos em questdo serdo comparados até que uma
diferenca seja encontrada. Ao encontrar a diferenga, a comparagao € parada, deter-
minando que este novo segmento ou ndo esta contido na cache, ou somente néo é
igual ao comparado neste momento. Para simplificar o processo e visando evitar uma
subestimativa de custos, foi adotado o custo de pior caso para ambas as situagoes, o
que correspondente ao custo de comparar todos os pixels de um segmento. Assim,
os custos COMPARING_EQUALS e COMPARING_DIF foi estimado em 5mAs para
a caracterizacado adotada nos experimentos com TDMEN-CACHE (Freitas; Martins;
Aguiar; Brisolara; Ferreira, 2022).

Este estudo de caso foi empregado em varios experimentos, com objetivo de ava-
liar as abordagens propostas. Todas as simulagbes foram repetidas trinta vezes, de-
vido a variabilidade dos modelos estocasticos usados para modelar a ocorréncia dos
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eventos. Valores médios das trinta execucdes foram empregados nas comparacoes e
o Test T de Student foi empregado para analisar se as melhorias eram significativas
(Sanchez turcios, 2015), quanto a comparacao de duas médias.

5.3 Resultados Comparativos TDMEN contra Rede sem Balance-
amento de Carga

Os experimentos apresentados nesta se¢cdo comparam a abordagem TDMEN com
uma estratégia que nao usa balanceamento de carga. Na Figura 19 é possivel obser-
var a eficiéncia de ambas as solucdes (nas 30 execucdes), onde o eixo X mostra o
nuamero de eventos detectados em média por dia, e o eixo Y apresenta uma linha do
tempo, ilustrando o nimero de dias que a rede se manteve viva.

Observando a Figura 19, é possivel notar que a medida em que os nés da rede fi-
cam sem energia e morrem, o numero de eventos detectados pela rede como um todo
diminui, embora a rede se mantenha viva(ao menos um nodo possui comunicagao di-
reta com o Sink). Notavelmente, a rede que nao utiliza estratégias de balanceamento
de carga experimenta uma queda significativa no numero de eventos detectados mais
cedo em comparagao com a rede que emprega a nossa abordagem TDMEN.

Figura 19 — Estudo de Caso 1: Média de Eventos por dia - rede com TDMEN versus rede Sem
balanceamento

= TDMEN == Sem Balanceamento

Eventos

Fonte: Elaborada pelo autor.

Esta linha média constante inicial de eventos detectados pelas redes que fica entre
8 e 10 eventos é o periodo que ambas estao com todos os nodos da sua rede ativos, ou
seja, 0 momento em que ambas tém a capacidade total de detectar todos os eventos
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Tabela 6 — Estudo de Caso 1: Resultados de Tempo de duragédo em dias da rede com TDMEN
e Sem Balanceamento

TDMEN Sem Balanceamento
Rede Completa (Media - Variancia) 282-5 200-9
Tempo Total (Media - Variéncia) 923 - 20 665 - 34

Fonte: Elaborada pelo autor.

gue ocorrem em seu raio de alcance. Assim, neste grafico, pode-se perceber que
nossa estratégia TDMEN consegue manter por um periodo consideravelmente maior a
capacidade total da rede, isto €, manter todos os nodos da rede vivos por mais tempo,
mantendo a cobertura total de sensoreamento da rede e evitando consequentemente
a perda prematura de eventos.

Apos a primeira queda no numero de eventos detectados por ambas as estratégias,
ou seja, posterior a morte da primeira leva de nodos, ambas as abordagens se mantém
em um segundo patamar constante de média de processamento de eventos. No caso
da estratégia sem balanceamento, a média deste segundo patamar fica entre 3 e 4
consideravelmente maior que a média da estratégia que faz uso do balanceamento
de carga, este resultado se deve pelo numero de nodos mortos em ambas serem
diferentes. Na rede com TDMEN ha um consumo uniforme de energia por quase
todos os nodos da rede, causando a morte de varios nodos simultaneamente, ao
contrario da estratégia sem balanceamento, na qual os nodos que ficam em locais
mais propensos a detectarem eventos ou que estdo em contato direto com o Sink
morrem mais prematuramente. Consequentemente, a abordagem TDMEN prolonga o
tempo total de vida da rede.

A Tabela 6 resume os resultados obtidos pelos experimentos comparativos, apre-
sentando a média em dias de duragcdo da rede para as trinta execugdes feitas com
as duas diferentes abordagens, bem como a variancia encontrada. No comparativo
de duracao da rede completa, isto €, a duracdo em dias até o primeiro nodo da rede
morrer, a estratégia TDMEN teve uma melhora aproximadamente de 41%. Ja quando
comparado com a duragao total da rede, a qual é representada pela morte do ultimo
nodo que possui comunicagdo com o Sink, a melhora do TDMEN foi de aproximada-
mente 38%. Estes resultados foram previamente publicados em (Souza; Brisolara;
Ferreira, 2022).

5.4 Resultados Comparativos TDMEN-CACHE x TDMEN x Sem
Balanceamento de Carga

Esta secéo analisa o impacto do emprego da TDMEN-cache no estudo de caso 1.
Na Figura 20 os resultados dos experimentos realizados com as trés abordagens, sdo
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integrados em um Unico grafico comparativo. Pode-se identificar neste um considera-
vel aumento no tempo de vida total da rede quando TDMEN-CACHE foi empregado,
bem como no tempo de funcionamento completo da rede, isto €, no tempo em que
nenhum nodo da rede parou de funcionar por falta de bateria.

Figura 20 — Estudo de Caso 1: Média de eventos por dia obtidos com as trés abordagens

= TDOMEN = Sem Balanceamento TDMEN-CACHE

12

Events

Fonte: Elaborada pelo autor.

O primeiro ponto de deflexdo do grafico (Figura 20) corresponde ao inicio das mor-
tes dos nodos mais requisitados da rede por falta de bateria, este ponto é retardado
pela abordagem TDMEN-CACHE, prolongando o funcionamento da rede completa por
mais dias. Esta melhora na eficiéncia da RSSFM com a TDMEN-CACHE, pode ser
melhor analisada comparando a média de dias e a variancia encontrada, dados suma-
rizados na Tabela 7. Estes resultados apontam uma ampliacao dos dias de aproxima-
damente 21% se comparado a TDMEN, abordagem também proposta neste trabalho.
Este ganho € ainda mais significativo quando comparado os resultados da RSSF com
TDMEN-Cache com uma RSSF sem que haja qualquer balanceamento de carga com
seus vizinhos, chegando a aproximadamente 71%.

Analisando o segundo e ultimo ponto de deflexdo do gréfico (Figura 20), onde os
demais nodos restantes comecam a morrer até que toda a rede fique inativa, tam-
bém observa-se um ganho consideravel na duragéao total da rede com o emprego
da TDMEN-CACHE. Pelos dados sumarizados na Tabela 7, o ganho na duracao to-
tal da rede alcancado pelo TDMEN-CACHE chega a aproximadamente 27% quando
comparado ao TDMEN. Porém, se compararmos com a rede que executa apenas o
processamento de forma local, sem nenhuma estratégia de balanceamento de carga
ou divisdo de tarefas, o ganho da TDMEN-CACHE sobre a rede sem balanceamento



66

Tabela 7 — Estudo de Caso 1: Resultados do tempo de vida da rede em dias para as trés
abordagens

TDMEN-CACHE TDMEN Sem Balanceamento
Rede Completa (Med - Var) 341 -3 282 -5 200-9
Tempo Total (Med - Var) 1164 - 31 923 - 20 665 - 34

Fonte: Elaborada pelo autor.

chega a aproximadamente 75%.

5.5 Resultados Comparativos TDMEN-CACHE com simulacao de
perda de pacotes

As perdas médias de pacotes esperadas para as RSSF sao de aproximadamente
0.5%, conforme discutido no Capitulo 4.4 e referenciada por (Yin; Huang; Chen, 2016).
Em nossos experimentos, um valor médio de 1% de perdas de pacotes foi conside-
rado, a fim de garantir uma margem de seguranca e verificar a capacidade de nossas
abordagens de operar em redes com perda de dados. Além disso, foram realizados
também experimentos com 4% e 7% de perdas para destacar os resultados em com-
paracao com as estratégias apresentadas nesta tese. Esses dados também podem
representar eventos climaticos extremos ou outras condigdes extraordinarias que po-
dem afetar a qualidade da conexao e consequentemente o RSSI.

A RSSFM com o TDMEN-CACHE foi a que obteve os melhores resultados no es-
tudo de caso. Visando analisar o impacto das perdas de pacotes no funcionamento
da TDMEN-CACHE, esta rede foi avaliada nesta secéo considerando quatro cenarios
distintos: TDMEN-Cache sem perdas, com perdas de 1%, com perdas de 4% e de 7%.
Para fins comparativo, esta rede foi comparada a uma solugdo sem balanceamento de
carga (e sem perdas de pacotes). A Figura 21 ilustra os resultados deste comparativo,
considerando a média de eventos detectados por dia em cada cenario simulado.

Com base nos dados obtidos e apresentados na Figura 21, € perceptivel que as
quatro simulagdes distintas executadas com o TDMEN-CACHE foram consideravel-
mente superiores a estratégia sem balanceamento. Quando comparado, as simula-
coes TDMEN-CACHE com e sem perdas, pode-se identificar que os resultados do
tempo de vida da rede permaneceram praticamente inalterados. Sendo considerado
nas simulagées como a rede viva enquanto ao menos um nodo possuir comunicagao
com o Sink.

Ainda, mesmo na simulagdo do TDMEN-Cache com 7% de perdas, observou-se
uma melhora de aproximados de 71% para a rede completa e 66% para a duragao
total quando comparada a RSSFM sem balanceamento. Esses resultados podem
ser mais facilmente identificados na Tabela 8. Essa consisténcia nos resultados é
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Figura 21 — Estudo de Caso 1: Resultados de eventos detectados por dia pela rede com
TDMEN-CACHE com e sem perdas de pacotes e pela rede sem balanceamento.

= Perda 7% == Perda4% == Perda 1% TDMEN-CACHE = Sem Balanceamento

Eventos

Fonte: Elaborada pelo autor.

Tabela 8 — Estudo de Caso 1: Resultados do tempo de vida da rede em dias para TDMEN-
CACHE com e sem perdas e para a rede sem balanceamento de carga

Método Rede Completa (Med - Var) Duracao Total (Med - Var)
TDMEN-CACHE 341-3 1164 - 31
TDMEN-CACHE com 1% 341 -4 1100 - 31
TDMEN-CACHE com 4% 340-4 1114 - 31
TDMEN-CACHE com 7% 338-5 1101 - 32
Sem Balanceamento 200-9 665 - 34

Fonte: Elaborada pelo autor.

justificada pelo comportamento da rede quando ocorre a perda de um pacote. Na
simulagao de perdas, o n6 nao realiza o reenvio do pacote perdido, resultando em
uma perda parcial ou total do evento. A ainda diferentes tipos de mensagens, onde
algumas, como o hello, ndo geram a perda do evento, dado que mais de um nodo
recebe essa mesma mensagem, 0 que aumenta a chance de sempre existir algum
nodo que receba o comando e responda ao nodo mestre, executando o processando
do dado e consumindo energia do nodo. Contudo, para que o resultado do evento seja
contabilizado, ele deve chegar até o Sink via MultiHop, onde o dado pode ser perdido
e impactando na contabilidade do resultado final de eventos processados.

Assim, para uma andlise mais clara do impacto real no TDMEN-CACHE causado
pela simulacdo de perda de pacotes, foram realizados testes comparativos do nimero
total de eventos detectados pela rede. A Figura 22 ilustra os resultados obtidos com
a contagem dos eventos detectados durante as simulagées. E possivel observar que,
mesmo nas simulagdes em que a perda de pacotes aplicada ao TDMEN-CACHE foi
de 7%, os resultados permaneceram consideravelmente superiores em comparacao
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Figura 22 — Estudo de Caso 1: Numero de eventos detectado na rede com TDMEN-CACHE
(com sem perdas) em comparativo com a rede sem balanceamento (sem perdas de pacote).
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Fonte: Elaborada pelo autor.

com uma estratégia que nao utiliza nenhuma técnica de balanceamento de carga.

Na Tabela 9, os resultados referentes ao numero total de eventos detectados sao
detalhados, evidenciando um consideravel aumento em sua contagem quando se uti-
liza o TDMEN-CACHE em todas as simulacbes com perda de pacotes, comparado
a versdo sem balanceamento de carga. Enquanto isso, na Tabela 10, é resumida
a quantidade de eventos detectados a menos em comparacdo com uma simulacéao
do TDMEN-CACHE sem perdas. E possivel observar que, em uma simulagdo com
uma média de perda de pacotes de 1%, a quantidade de eventos detectados a me-
nos chega a 11%. Essa discrepancia ocorre porque, como ilustrado na Figura 17, o
resultado do evento, mesmo apo6s ser processado, deve ser encaminhado até o Sink

Tabela 9 — Estudo de Caso 1: Resultados de eventos detectados pelo TDMEN-CACHE (com
perdas e sem perdas de pacote) e pela rede sem balanceamento (sem perdas de pacote).

Método Med - Var
TDMEN-CACHE 6519 - 81
1% 5814 - 78

4% 4950 - 74

7% 4154 -75

Sem Balanceamento 3939 - 80

Fonte: Elaborada pelo autor.
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Tabela 10 — Estudo de Caso 1: Porcentagem de eventos perdidos pela rede com TDMEN-
CACHE, variando a porcentagem de perdas.

Perdas de Pacotes Perdas de Eventos

TDMEN-CACHE 1% 11%
TDMEN-CACHE 4% 24%
TDMEN-CACHE 7% 36%

Fonte: Elaborada pelo autor.

Tabela 11 — Estuo de Caso 1: porcentagem de eventos detectados a mais pela rede com
TDMEN-CACHE, com perdas de pacote variadas, em comparativo com a rede sem balancea-
mento (e sem perdas de pacotes).

Perdas de Pacotes ¥ TDMEN-CACHE X Sem Balanceamento

TDMEN-CACHE 1% 48% mais eventos
TDMEN-CACHE 4% 26% mais eventos
TDMEN-CACHE 7% 5% mais eventos

Fonte: Elaborada pelo autor.

para ser efetivamente contabilizado. Assim, uma perda de pacote durante qualquer
das retransmiss6es no caminho até o sink pode representar a perda de um evento,
assim maiores taxas de perdas, representam uma maior perda de eventos.

Além disso, na Tabela 11, & feita uma comparagdo entre as abordagens do
TDMEN-CACHE com perdas e a estratégia que nao utiliza balanceamento, onde é cal-
culada a porcentagem de eventos adicionais detectados por cada uma. Dessa forma,
€ possivel identificar que, na simulacao com perdas de 1%, que representa o cenario
normal esperado de perda de pacotes, 0 numero médio de eventos adicionais detec-
tados foi de 48% em comparacao com a estratégia sem balanceamento. Mesmo na
simulagdo com perdas de 7%, houve um consideravel aumento no numero de eventos
detectados, chegando a 5% a mais de eventos. E importante destacar que o percen-
tual de 7% de perdas utilizado é um caso de comparacao para situacoes de possiveis
guedas extremas de sinal ou eventos climaticos raros que possam causar conside-
ravel interferéncia de sinal. Mesmo nessas condigdes, a estratégia TDMEN-CACHE
demonstrou resultados satisfatorios.

Por fim, para obter um comparativo mais preciso, também foi avaliada a rede sem
balanceamento de cargas quando empregado perdas de 1% e entdo os resultados
forma comparados aos resultados do TDMEN-CACHE com a mesma taxa de perda.
As Figuras 23 e 24 resumem o0s dados que ilustram esta comparacdo. Mesmo a abor-
dagem sem balanceamento de carga deve enviar os resultados do processamento
do evento pela rede até o Sink através de esquema multihop, possibilitando assim a
ocorréncia de perda do mesmo.

Pela Figura 23, é notavel que na estratégia TDMEN-CACHE, o primeiro ponto de
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Tabela 12 — Estudo de caso 1: Numero de eventos detectados pela rede usando TDMEN-
CACHE e pela rede sem balanceamento, ambas considerado perdas de 1%.
Método Med - Var
TDMEN-CACHE 5814 - 78
Sem Balanceamento 3655 - 70

Fonte: Elaborada pelo autor.

inflexdo no grafico ocorre significativamente mais tarde. Esse ponto marca a primeira
onda de falhas nos nés da rede. A abordagem TDMEN-CACHE proporcionou a esses
ndés uma duragado aproximadamente 69% maior em comparagdo com os resultados
obtidos na rede sem balanceamento de carga. No que diz respeito a duracao total da
rede, a abordagem TDMEN-CACHE apresentou um aumento significativo, proporcio-
nando 61% mais dias em comparagao com a estratégia sem balanceamento.

Figura 23 — Estudo de Caso 1: Eventos sensoreados por dia pela TDMEN-CACHE em com-
parativo com a RSSF sem balanceamento, ambas considerando perdas de 1%.

TOMEN-CACHE Sem Balanceamento
10

Eventos

Fonte: Elaborada pelo autor.

Na Figura 24, o numero total de eventos detectados pela rede € ilustrado por meio
de um gréfico de barras. E possivel observar que na abordagem TDMEN-CACHE,
o0 numero de eventos detectados foi consideravelmente maior, chegando a detectar
69% mais eventos do que na abordagem sem balanceamento. Esses valores podem
ser mais claramente identificados na Tabela 12, onde esse significativo aumento no
nuamero de eventos detectados se deve ao fato de a abordagem TDMEN-CACHE pro-
longar a vida util da rede, permitindo que os nés detectem eventos por um periodo
mais longo.

Por meio dos resultados obtidos nos experimentos de simulagdo com perdas da
abordagem TDMEN-CACHE, observou-se uma tendéncia decrescente linear na redu-
¢éo do numero de eventos detectados a medida que o percentual de perda de pacotes
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Figura 24 — Estudo de caso 1: Numero de eventos detectado na rede com TDMEN-CACHE
em comparativo com a RSSF sem balanceamento, ambas considerando perdas de 1%.
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Fonte: Elaborada pelo autor.

aumenta. Essa tendéncia pode ser observada no grafico da Figura 25 onde resulta-
dos com percentuais de perdas adicionais aos usados nas demais simulagdes foram
executados e sumarizados nesse grafico. Ainda, com base nos resultados obtidos e
analisando a linha de tendéncia do grafico, pode-se inferir que quando o nivel de perda
de pacotes atinge 10%, 0 numero de eventos perdidos sdo aproximadamente 46%.
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Figura 25 — Estudo de Caso 1: Impacto da perda de pacotes na detecgao de eventos na rede
usando TDMEN-CACHE.
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Fonte: Elaborada pelo autor.



6 ESTUDO DE CASO 2: DIVISAO DE TAREFAS EM RSSFM
COM REDUNDANCIA DE SENSOREAMENTO

Neste capitulo sera apresentado um estudo de caso envolvendo redes com so-
breposicao de sensoreamento(Redundancia espacial). Este estudo de caso sera em-
pregado para avaliar a TDMEN-INTERSEC. Na Sec¢éao 6.1 sera detalhada a aplicagao
alvo, bem como sera descrita sua caracterizacdo empregada nas simulagdes. Ja na
Secado 6.2, a abordagem TDMEN-INTERSEC sera comparada com outras abordagens
estado-da-arte em RSSF reativas com redundancia de sensoriamento.

6.1 Modelagem do Estudo de Caso TDMEN-INTERSEC

Este segundo estudo de caso considera uma RSSFM empregada no monitora-
mento e identificacdo de passaros por meio do canto dos mesmos. O evento que
gatilha os nés reativos da rede de sensores agora representa um canto de um pas-
saro. A carga de processamento desta aplicacao refere-se ao processamento e audio
e a identificacdo de padrdo em sons de passaros.

Para auxiliar na caracterizacado destas operacdes de processamento, foi empre-
gada a API BirdNET-Analyzer' (Pérez-granados, 2023), a qual permite o uso de Inte-
ligéncia Artificial para a identificacdo de mais de 6000 espécies de passaros ao redor
do mundo. Esta API prové ainda funcionalidades adicionais Uteis para a nossa abor-
dagem TDMEN, como a segmentacgao de audio, a qual podera ser utilizada para dividir
e balancear a carga de processamentos dos eventos.

Para estimar os custos da aplicacédo, similar ao que foi executado no estudo de
caso 1, foram realizados experimentos praticos considerando a arquitetura ilustrada na
Figura 26. Essa arquitetura possui a mesma bateria, CPU e médulo de comunicagéo
apresentados no primeiro estudo de caso. O novo design de hardware se diferencia
apenas pela substituicdo do médulo de camera por um de microfone, este utilizado
para gravar os cantos de passaros, e pela troca do sensor de passagem por um sensor
de ruidos, necessario para sinalizar a ocorréncia de algum som ambiente e ativar

Thttps://github.com/kahst/BirdNET-Analyzer
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posteriormente o microfone para gravagao.

Para possibilitar a identificagéo e avaliagdo dos sons de passaros, a AP| BirdNET-
Analyzer foi previamente instalada na CPU Raspberry Pi lll. Esta API foi entédo utilizada
para estimar o custo energético referente ao processamento de audio. Os experimen-
tos executados para avaliar o custo de processamento consideraram uma amostra de
audio que representava 120 segundos, durante os quais haviam 7 passaros cantando,
totalizando 320 000 bytes de informagéo.

Figura 26 — Diagrama de blocos da Armadilha inteligente para passaros.
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Xbee S2C Raspberry PI 11l
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Fonte: Elaborada pelo autor.

Para estimar o consumo referente a transmissao, também foi considerado 0 mesmo
modelo de radio empregado no estudo de caso 1, bem como o mesmo protocolo de co-
municacao. O tamanho do segmento usado foi de 8000 Bytes, sendo este o tamanho
exato obtido apds o preprocessamento do audio base de 120s usado nos experimen-
tos. O preprocessamento deste som base gera 7 segmentos, um para cada passaro,
onde a duracao do canto de passaro contido em cada segmento é de 3 segundos.
Considerando o payload maximo (104 Bytes), foi determinado o nimero de pacotes
(77) a serem enviados, a fim de que todo o0 segmento pudesse ser transmitido. Este
namero de pacotes foi multiplicado pelo nimero de bytes do cabecalho gerando o
volume de dados a ser transmitido (9848 Bytes). Considerando que a taxa total de
transmissao de cada n6 é de 250.000 bites por segundo ou convertendo 31.250 bytes
por segundo, e o custo para utilizar completamente essa taxa € de 33 mA, dividindo
o valor total de bytes do segmento identificado (9848 bytes) por essa taxa de trans-
missao, obtemos um percentual de uso da largura de banda de 31%, onde, dessa
porcentagem do custo de energia, resultam os 10,23 mA. O calculo desse custo é
sumarizado na Equacéo 3.

Para contabilizar os custos da abordagem TDMEN-INTERSEC operando neste
novo cenario, considerando o uso da AP| BirdNET-Analyzer, a abordagem foi pre-
viamente instalada em um Raspberry Pi Ill a mesma usada na arquitetura pratica
apresentada na Secédo 5.1. Isso foi feito para contabilizar o custo energético as-
sociado a execugdo de cada uma das operagdes. Os resultados obtidos durante
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Tabela 13 — Estudo de Caso 2: Custo de energia de tarefas para nova abordagem.

Nome da Tarefa Custo
SEND_SEGMENT 10.23 mAs
SEND_DISCOVERY 0.038016 mAs
SEND_APP_MESSAGE 0.038016 mAs
IDLE_COST 0.1 mAs
PREPROCESSING 6560 mAs

PROCESSING_SEGMENT 4963 mAs

Fonte: Elaborada pelo autor.

Tabela 14 — Estudo de Caso 2: Custo de energia de tarefas para PS, ANT e Sem Balancea-
mento.

Nome da Tarefa Custo
SEND_APP_MESSAGE 0.038016 mAs
IDLE_COST 0.1 mAs

PROCESSING_EVENT 41304 mAs

Fonte: Elaborada pelo autor.

os testes de custos das operacdes estdo resumidos na Tabela 13. Os custos de
SEND _ DISCOVERY e SEND_APP_MESSAGE mantiveram-se os mesmos dos de-
mais estudos de caso devido ao tamanho da mensagem em bytes ser igual em ambos
0S casos, apesar de as estruturas e a frequéncia com que ocorrem serem distintas.
O mesmo ocorre para o IDLE_COST, onde o valor permanece idéntico em todos os
experimentos devido ao uso do mesmo hardware em todas as simulagdes.

Ja na Tabela 14, sdo apresentados os custos utilizados para as demais estraté-
gias (PS, Ant e Sem balanceamento), usadas como comparativos de desempenho
para a abordagem proposta. Nessas estratégias, como um unico nodo executa todo
o processamento do evento multimidia, o custo de PROCESSING_EVENT mostrado
na tabela engloba toda a tarefa de preprocessar o audio, identificar os sons das aves
e catalogar a quais espécies esses cantos pertencem. Este custo foi calculado con-
siderando o tempo de CPU requerido para executar esta tarefa (51,63 segundos) e
a corrente consumida (800 mA), totalizando os 41304 mAs. Ainda, os custos de
SEND_ APP_MESSAGE e IDLE_COST se mantiveram os mesmos devido ao tama-
nho da mensagem e arquitetura serem as mesmas respectivamente.
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Tamanho do Segmento: 8000Bytes
Tamanho do Header: 24 Bytes
Tamanho do Payload: 104 Bytes
Taxa de Transmissao: 250K bps

Custo Por Uso Total da Transmissdo: 33mA

8000/104 = T7pacotes (Total de pacotes )
Gasto com Header TTpacotes * 24bBytes = 1848 Bytes
Total a ser transmitido 8000 + 1848 = 9848 Bytes
Percentual de Uso da Taxa 9848/((250 * 1024)/8) = 0.31
Custo Total por Percentual Usado 33mAs % 0.31 = 10.23mAs (Por Segmento)

(3)

O custo estimado para realizar o pré-processamento do audio € de 6560 mAs.
Os calculos desses custos podem ser visualizados em 4, onde o audio utilizado nas
simulacdes tinha uma duracao de 120 segundos, contendo o canto de 7 passaros. O
tempo identificado para segmentar/pré-processar este audio foi de 8.2 segundos com
0 uso da Raspberry Pi lll e com a integracdo da API BirdNET ao TDMEN. O custo
para cada segundo de processamento nesta arquitetura é de 800 mA, resultando em
um custo total identificado de 6560 mAs.

Custo 1s Processamento:
Tempo para Processar Audio 120s: 8, 2s
Custo Segmentar audio 120s 800mA * 8,2s = 6560mAs (Com 7 cantos) (4)

Através de experimentos, observou-se que o0 processamento de um segmento para
identificar qual passaro é o responsavel pelo som leva aproximadamente 6.2 segundos
de execucao da Raspberry Pi lll, gerando um custo de 4963 mAs, onde os calculos
para identificar este custo estdo sumarizados em 5. Por fim, como o tamanho das
demais mensagens do TDMEN permanece o mesmo que nos testes realizados no
outro estudo de caso, os demais custos permaneceram inalterados.
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Custo 1s Processamento: 800mA
Tempo para Processar 1 Segmento: 6, 2s
Custo Processar Segmento 800mA x 6,204s = 4963mAs (Cada) (5)

Estes custos estimados foram entdo incorporados aos modelos de simulagdo em-
pregados para avaliar as solugdes de rede com diferentes balanceamento de carga
e sem balanceamento de carga. Os resultados das simulacdes foram repetidas 30
vezes para cada cenario e os resultados de média foram entdo comparados.

Figura 27 — Cenario de simulagao para monitoramento do canto de passaros.

Fonte: Elaborada pelo autor.

Na Figura 27, é apresentada uma captura de tela da simulacdo da RSSF abor-
dando o estudo de caso do canto de passaros. Na imagem, cada um dos 49 nodos
sdo modelados pela classe TaskDivisionintersecProtocol em um hardware conforme
apresentado na Figura 26. Esses nodos estdo dispostos de modo a permitir que até 3
nodos detectem um mesmo evento, sendo este evento o canto de um passaro. O raio
de comunicacgao desses nodos € definido pelo atributo do simulador Eboracum comm-
Cover, com valor 160, ja 0 alcance dos sensores de comunicagao é dado pelo atributo
sensorCover, com valor 120. Neste estudo de caso apresentado, a classe Stochas-
ticDailyJumperEvent é empregada para a representacdo do comportamento de aves
cantando em uma floresta. Os eventos aparecem no espago seguindo uma distribui-
cao Uniforme e a frequéncia dos eventos € dada por uma distribuigdo de Poisson, com
um intervalo de ocorréncia entre eventos de [1,100] segundos.



78

6.2 Comparativo TDMEN-INTERSEC com demais estratégias

Esta secao apresenta os resultados obtidos pela rede dedicada a identificacao
de passaros quando usando a abordagem proposta TDMEN-INTERSEC. Para fins
de comparacao, também foram realizados experimentos empregando uma rede sem
balanceamento de carga e redes empregando as abordagens Ant (Ferreira; Brisolara;
Indrusiak, 2015) e PS (Caliskanelli; Harbin; Indrusiak; Mitchell; Polack; Chesmore,
2013), os quais serdao comparados.

A primeira analise comparativa tem por objetivo visualizar o desempenho da rede
ao longo de seu tempo de vida. Na Figura 28, é apresentado um gréafico que re-
presenta, ao longo do tempo, 0 numero de eventos detectados por cada uma das
abordagens avaliadas. Com base nos resultados experimentais, a nossa abordagem
TDMEN-INTERSEC foi a que manteve todos os nés da rede vivos por mais tempo.
Como a abordagem TDMEN-INTERSEC manteve todos os nds sensoreando por mais
tempo, essa estratégia também foi a que perdeu menos eventos e, consequentemente,
detectou um total maior de eventos do que as demais abordagens. Por outro lado,
os resultados indicaram que a abordagem PS foi a que manteve a rede viva por mais
tempo, no entanto, esta também foi a abordagem que teve o maior percentual de perda
de eventos, mesmo nos primeiros dias da rede. Ja a abordagem Ant teve um compor-
tamento mais similar ao da TDMEN-INTERSEC, conseguindo um balanceamento da
carga entre os nodos, porem limitado. Neste estudo de caso, como ha sobreposicéao
na area de sensoriamento, a rede sem balanceamento de carga e a abordagem TD-
MEN Original sofrem com possiveis processamentos duplicados, o que € evitado nas
demais abordagens.

Figura 28 — Estudo de Caso 2: Comparativo de detecgdo de eventos por dia das estratégias

TDMEN-INTERSEC, TDMEN Original, PS, Ant e Sem Balanceamento.
= TDMEN-INTERSEC == PS Ant == Sem Balanceamento TDMEN
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Fonte: Elaborada pelo autor.

Na Figura 29, é apresentada a média de eventos sensoreados por cada uma das
abordagens durante as 30 repeticdes executadas. Pode-se observar que, das cinco
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Figura 29 — Estudo de Caso 2: Média de Eventos detectados pelas estratégias TDMEN-
INTERSEC, TDMEN Original, PS, Ant e Sem Balanceamento.
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Fonte: Elaborada pelo autor.

abordagens estudadas, a TDMEN-INTERSEC foi a que sensoreou mais eventos, de-
tectando aproximadamente 28% mais eventos do que a abordagem PS, 34% mais
do que o Ant, 123% mais do que uma rede que nao realiza nenhum balanceamento
de carga e 142% mais eventos que a abordagem TDMEN original. Com base nes-
tes resultados, identifica-se que a abordagem TDMEN-INTERSEC tem a capacidade
de sensorear mais eventos ao longo do tempo em comparagdo com as demais abor-
dagens estudadas. A Tabela 15 resume os resultados apresentados na Figura 29,
incluindo a média do total de eventos e a variancia obtida considerando 30 execucgdes
de cada modelo de simulagéo.

Tabela 15 — Total de eventos detectados TDMEN-INTERSEC, PS, Ant e sem balanceamento.

Método Med - Var
TDMEN-INTERSEC 27817 - 43
PS 21762 - 69

Ant 20777 - 318

Sem Balanceamento 12501 - 42
TDMEN Original 11504 - 42

Fonte: Elaborada pelo autor.
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Pode-se identificar pela Tabela 16, que a abordagem TDMEN-INTERSEC manteve
todos os noés da rede vivos por 17% mais tempo do que a estratégia PS, 40% mais
do que o Ant e 250% mais do que uma abordagem sem balanceamento ou que a
abordagem TDMEN Original. E importante ressaltar que, apesar da abordagem PS
manter todos os nds vivos por 6 dias, devido a forma como a estratégia funciona, parte
da rede acaba ficando sem cobertura, resultando em perdas de eventos, mesmo sem
nenhum no ter morrido.

Por fim, ao compararmos a duracao total da rede, observamos que a estratégia
PS manteve a rede viva por aproximadamente 20% mais tempo do que a TDMEN-
INTERSEC, 30% mais do que o Ant, 50% mais que a abordagem TDMEN-Original e
80% mais do que uma abordagem sem balanceamento de carga. No entanto, mesmo
gue a abordagem PS tenha se mantido em funcionamento por mais tempo do que a
TDMEN-INTERSEQG, ela ainda sensoreou significativamente menos eventos.

Tabela 16 — Tempo de vida da rede TDMEN-INTERSEC, PS, Ant e Sem Balanceamento.

Método Rede Completa (Med - Var) Duracao Total (Med - Var)
TDMEN 7-0.8 7.97 -0.18
PS 6-0.32 10-0
Ant 5-0.28 7.33-0.8
Sem Balanceamento 2-01 4-0

Fonte: Elaborada pelo autor.

Com o objetivo de se aproximar ao maximo dos resultados de testes em um am-
biente real, foram realizadas simulacées com perdas de pacotes para identificar o
impacto que interferéncias externas podem gerar em cada um dos algoritmos estu-
dados. O percentual de perda de pacotes utilizado nos testes foi de 1%, o qual foi
identificado na Sec¢ao 5.5 como sendo o mais adequado.

Na Figura 30, o numero de eventos processados pela rede ao longo de sua vida
foi contabilizado e sumarizado neste grafico. Entre as abordagens analisadas neste
estudo de caso, aquela que sofreu menos interferéncia na perda de pacotes foi a que
nao executa nenhum balanceamento, tendo uma reducao de 2% no numero de even-
tos sensoreados. Essa abordagem n&o emprega nenhuma comunicacao adicional
entre nodos, visto que ndo realiza nenhuma divisao de trabalho entre nodos vizinhos,
nem mesmo evita que dois nodos realizem o processamento de um mesmo evento.
Consequentemente, esta abordagem sofrerd menos impacto quando ocorrem perdas
de pacotes, deixando de detectar, em média, 242 eventos.

Por outro lado, as abordagens Ant e Ps sofreram impacto de forma semelhante
em relagdo a perda de pacotes, cada uma com uma reducédo do numero de eventos
detectados de 2756 e 3294, respectivamente, o que representa uma reducao de 13%
de eventos sensoreados pela abordagem Ant e 15% para a abordagem PS. Devido
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a necessidade dessas abordagens de realizar troca de mensagens adicionais entre
nodos a fim de decidir quem processara e assim evitar o processamento duplicado.
Consequentemente, estas abordagens terdo um impacto consideravelmente maior em
termos de perda de eventos, quando comparado a abordagem sem balanceamento
de carga. Ja a abordagem TDMEN-INTERSEC proposta nesta tese nao sofreu tanto
impacto quanto as demais abordagens de balanceamento, perdendo em média 1158
eventos, o que representa 4% a menos. Esse resultado é atribuido ao pelos diferentes
tipos de mensagens, onde algumas, como o hello, ndo geram a perda do evento, dado
gue mais de um nodo recebe essa mesma mensagem(broadcast), 0 que aumenta a
chance de sempre existir algum nodo que receba o comando e responda ao nodo
mestre.

Figura 30 — Eventos detectados em um meio com perdas pelas estratégias TDMEN-
INTERSEC, PS, Ant e Sem Balanceamento.
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Fonte: Elaborada pelo autor.

A Tabela 17 apresenta, de maneira simplificada, o percentual médio de eventos a
menos detectados por cada uma das abordagens em comparagdo com a abordagem
proposta TDMEN-INTERSEC. Observa-se que a nova estratégia proposta conseguiu
detectar aproximadamente 117% mais eventos do que uma estratégia sem balance-
amento e 44% mais do que a estratégia bioinspirada PS, destacando a eficacia da
abordagem proposta.
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Tabela 17 — Comparativo total de eventos detectados com perdas pelas estratégias: PS, Ant e
sem Balanceamento em comparativo a abordagem proposta TDMEN-INTERSEC.

Método X TDMEN-INTERSEC
PS 44% menos eventos
Ant 48% menos eventos

Sem Balanceamento 117% menos eventos

Fonte: Elaborada pelo autor.

Comparacao entre as Figuras 31 e 28 revela que, mesmo com a introducao de per-
das de pacotes na simulagéo da rede, o0 comportamento das estratégias apresentadas
permaneceu semelhante. Entre as abordagens estudadas, a estratégia sem balance-
amento, como esperado, foi a menos afetada, sendo impactada apenas pelas perdas
de pacotes que ocorreram durante o envio do resultado do processamento do evento
de um né até o Sink. As estratégias PS e Ant foram afetadas de maneira similar, com
reducdo equivalente no numero de eventos capturados. Mesmo com essa redugéo
no nimero de eventos detectados, ambas as abordagens PS e Ant continuam sendo
consideravelmente superiores a abordagem sem balanceamento, quando comparadas
ao numero total de eventos sensoreados € ao numero de dias que cada abordagem
conseguiu manter a rede ativa.

Além disso, ao comparar as Figuras 31 e 28, percebe-se ainda que a abordagem
TDMEN proposta foi menos afetada em comparag&do com as estratégias com balance-
amento de carga, pois realiza menos trocas de mensagens do que as estratégias PS
e Ant, garantindo assim um impacto menor no numero de eventos perdidos devido a
perda de pacotes. Dessa forma, entre as abordagens analisadas, a TDMEN foi consi-
deravelmente superior as demais estratégias, quando analisado o nimero de eventos
sensoreados e a capacidade em manter todos 0os nodos da rede vivos pelo maximo
de tempo possivel.

Por fim, na Figura 31, mesmo em um ambiente com perdas de pacotes, a abor-
dagem proposta mostrou-se significativamente superior as demais estratégias. A es-
tratégia TDMEN manteve todos os nos da rede ativos por mais tempo e processou e
identificou mais eventos do que as demais. Na abordagem sem balanceamento, os
primeiros nos falharam ja no segundo dia de processamento. A estratégia Ant conse-
guiu manter todos os nés ativos até o quinto dia, enquanto a abordagem PS conseguiu
manter até o sexto dia, porém com um custo significativo em termos de trocas de men-
sagens e maior numero de eventos perdidos.
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Figura 31 — Detecgdo de eventos por dia em um meio com perdas pelas estratégias TDMEN,
PS, Ant e Sem Balanceamento.
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Fonte: Elaborada pelo autor.



7 CONCLUSAO

Esta tese propds a divisao de tarefas de processamento em redes de sensores sem
fio multimidia, visando a distribuicdo mais homogénea da carga de trabalho entre os
nodos. Esta abordagem nomeada TDMEN permite que tarefas sejam quebradas em
subtarefas e distribuidas entre os nodos vizinhos, levando em consideracdo a bateria
dos nodos na distribuigcdo das subtarefas. Esta abordagem foi publicada em (Souza;
Brisolara; Ferreira, 2022) e os resultados experimentais demonstraram melhorias de
até 41% no tempo de duracao da rede, em comparagao com uma rede sem balance-
amento de carga.

Nos testes com perdas de pacotes, a abordagem TDMEN-CACHE manteve resul-
tados superiores em comparag¢ao com a abordagem sem balanceamento. A aborda-
gem proposta detectou 48% mais eventos no total e proporcionou um aumento de
69% no tempo médio de vida para a rede completa, isto €, sem nenhum nodo inativo.

Tanto a TDMEN quanto a TDMEN-CACHE foram avaliadas em um cenario de rede
sem redundancia espacial entre os nodos, ou seja, nodos diferentes ndo poderiam de-
tectar um mesmo evento. Visando também suportar cenarios de redes com sobreposi-
cao de sensoreamento, esta tese também propds uma nova abordagen, denominada
TDMEN-INTERSEC. Testes de desempenho comparativos com outras trés aborda-
gens (PS, Ant e Sem Balanceamento) foram realizados empregando como estudo de
caso uma rede dedicada ao monitoramento e reconhecimento de cantos de passaros.

A estratégia adotada pela TDMEN-INTERSEC explora detec¢des simultdneas do
mesmo evento pelos nés, os quais poderdo colaborar para processar o evento sen-
soreado. Como esses nodos detectaram o mesmo evento, ndo é necessario gastar
energia compartilhando dados do evento; eles precisam apenas cooperativamente de-
terminar quais partes do evento irdo processar. Além disso, quando necessario, esses
nodos podem enviar segmentos dos eventos a outros vizinhos que possuam mais
energia para participarem do processamento.

Nos testes realizados, a abordagem TDMEN-INTERSEC sensoreou 28% mais
eventos do que a abordagem PS, 34% mais do que a Ant e 123% mais do que a
estratégia Sem Balanceamento. Isso demonstra que a abordagem proposta possui o
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potencial de sensorear mais eventos ao longo do tempo em comparagdo com outras
estratégias de balanceamento de carga. Além disso, em relagdo a duracao da rede,
a abordagem TDMEN-INTERSEC conseguiu manter todos os nés da rede ativos por
mais tempo do que as outras estratégias: 17% mais que a PS, 40% mais que a Ant e
250% mais que a Sem Balanceamento.

Ainda, testes com perdas de pacotes foram executados com objetivo de identifi-
car a capacidade da abordagem TDMEN de executar nestes meios. Os resultados
demonstraram que a abordagem proposta obteve resultados ainda mais significativos
em comparagao com as demais estratégias analisadas. Onde ao comparar o impacto
sofrido pela simulacdo de perda de dados na rede, a abordagem TDMEN teve uma
reducao de apenas 4% de eventos sensoreados, ja as abordagens Ant e PS tiveram
uma queda de 13% e 15% respectivamente. Assim, ao comparar o numero total de
eventos sensoreados, a abordagem TDMEN-INTERSEC detectou 44% mais eventos
do que a abordagem PS, 48% mais do que a Ant e 117% mais do que a abordagem
Sem Balanceamento.

A TDMEN pode ser empregada em redes com sobreposi¢édo ou sem sobreposicao,
como demonstrado nos estudos de caso, diferentemente dos algoritmos considerados
estado-da-arte para balanceamento de carga em redes reativas, Ant e PS, os quais
requerem a sobreposi¢ao para realizar o balanceamento de carga. Assim, as aborda-
gens propostas neste trabalho apresentam as vantagens:

1. Aplicabilidade em redes com intersecao de sensoriamento e redes sem
intersecao: A estratégia TDMEN se mostrou eficaz em ambos o0s cenarios, proporci-
onando flexibilidade de aplicacao.

2. Balanceamento de carga energeticamente mais eficiente: Comparada as
abordagens bioinspiradas, a TDMEN apresenta uma distribuicdo de carga mais efi-
ciente em termos energéticos, prolongando em até 40% a vida util da rede e conse-
guentemente sensoreando significativamente mais eventos.

3. Menor impacto em redes sujeitas a interferéncias externas e perdas de
pacotes: Sofrendo menos impacto do que as abordagens bioinspiradas analisadas,
a TDMEN mantém ainda uma eficiéncia maior do que uma abordagem local mesmo
com até 7% de perdas de pacotes.

Esses resultados destacam o potencial das abordagens TDMEN em melhorar di-
versos aspectos operacionais em redes de sensores sem fio multimidia, contribuindo
para a eficiéncia e aprimoramento do desempenho do sistema na totalidade.

A distribuicao das tarefas de processamento e paralelismo inerente desta coopera-
cao entre nodos, aliada a decisao de processar local e sé enviar o resultado a estacao
base através da rede multihop, pode resultar também em um tempo menor para que o
resultado do processamento chegue até a estacao base. Nossos experimentos, por li-
mitacdes dos relatorios oferecidos pelo simulador, ndo avaliaram o tempo de resposta
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da rede. Assim, avaliar os efeitos do emprego de nossas abordagens nesta métrica
seria uma discussao relevante como trabalho futuro.

Outro possivel efeito positivo de nossas abordagens, seria o0 aumento da privaci-
dade dos dados, uma vez que evita-se a necessidade do envio dos dados multimidia
de nodo em nodo até o Sink. Como trabalho futuro, este impacto sera discutido com
revisao de trabalhos na area de segurancga e privacidade.

Como em nossa abordagem as comunicagdes entre nodos sdo executas por meio
de mensagens de Broadcast, os nodos vizinhos podem ler as mensagens enviadas
uns para os outros. Deste modo, tomando como base o funcionamento de algorit-
mos de inteligéncia de enxame, 0s nodos podem inferir dados e informagdes de seus
vizinhos quando estes executam alguma troca de mensagens. A deducédo destes da-
dos pode evitar a necessidade da troca de algumas mensagens e consequentemente,
reduzir o consumo de energia da rede.
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