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RESUMO

CORREA, Douglas Silva. HCLE: Codificador de Light Fields para Altas Taxas de
Compressao com Predicao Baseada em Optical Flow e Phase Correlation. Ori-
entador: Bruno Zatt. 2021. 72 f. Dissertagdo (Mestrado em Ciéncia da Computacgao)
— Centro de Desenvolvimento Tecnolégico, Universidade Federal de Pelotas, Pelotas,
2021.

Os Light Fields sdao uma tecnologia muito promissora para representacao de si-
nais visuais digitais. Com ela, € possivel capturar uma representacdo muito mais fiel
da cena comparada as demais tecnologias. A gama de aplicacdes dos Light Fields va-
ria de aplicagdes médicas até tecnologias imersivas relacionadas a realidade virtual.
Porém, foi somente ha poucos anos que comecgaram a ser desenvolvidas tecnologias
que viabilizassem a captacao de Light Fields, como por exemplo a camera Lytro lllum.
Mesmo assim, existem muitos desafios relacionados aos Light Fields, principalmente
no que diz a respeito de sua compressao, ja que os mesmos sao um tipo de midia
digital que demanda uma enorme quantidade de dados para ser representada. Ja
existem estudos na literatura que procuram comprimir Light Fields para tornar seu uso
viavel. Algumas solucdes utilizam o Light Field como pseudo-sequéncias de video e
o utilizam em codificadores de video para explorar ferramentas ja conhecidas. Outras
desenvolvem técnicas novas que exploram caracteristicas especificas dos Light
Fields que nao existem em outros tipos de midias digitais. Porém, poucos trabalhos
utilizam predicdo propria para Light Fields, deixando de explorar muitas de suas
redundancias especificas. Dessa maneira, esse trabalho propdée um codificador de
Light Fields para altas taxas de Compressao com predigdo baseada em Optical Flow
e Phase Correlation (HCLE). O codificador proposto atinge uma taxa de compressao
de até 99,9996% em relacdo ao Light Field original, além de remover artefatos
visuais inerentes a captura dos Light Fields lenslet, como por exemplo o efeito de
vignetting. Em relacao ao trabalho relacionado, o HCLE consegue reduzir a taxa de
compressdo em 35,22% para cada SAl, codificando todas as 225 SAls de um Light
Field lenlet. Para avaliagdo da qualidade visual do Light Field, foi utilizado o método
BRISQUE, atingindo uma melhora de 56,21%. Também foi proposto um esquema
para compensacao de erro de predicao utilizando o HCLE juntamente ao HEVC,
tornando o codificador HCLE ainda mais competitivo para altas taxas de compressao.

Palavras-chave: Light Fields. codificador. predi¢cdo. optical flow. phase correlation.



ABSTRACT

CORREA, Douglas Silva. HCLE: Light Field Encoder for High-Compression Rates
using Optical Flow and Phase Correlation-based Prediction. Advisor: Bruno Zatt.
2021. 72 f. Dissertation (Masters in Computer Science) — Technology Development
Center, Federal University of Pelotas, Pelotas, 2021.

Light Field is a very promising technology to represent digital visual signals.
With Light Fields it is possible to capture and represent in a more faithful fashion the
captured scenes compared to previous imaging technologies. The Light Fields have
a extense range of applications, variyng from medical to immersive and virtual reality
applications. However, it was only a few years ago that technologies emerged to make
possible to capture Light Fields, like Lytro lllum camera. Despite the many challenges
related to Light Fields manipulation, mainly related to compression, there are many
works focusing on Light Fields compression to make it a feasible technology. Some
works use Light Fields as videos to compress it in video encoders, to use the already
implemented tools present in these encoders. Others develop new techniques in
order to explore unique inherent characteristics of Light Fields. However, there are
few works that utilize prediction to compress Light Fields. Thus, this work proposes
a Light Field Encoder for High-Compression Rate susing Optical Flow and Phase
Correlation-based Prediction (HCLE). The proposed encoder reaches a compression
rate of 99.9996% in comparison to the original Light Field, besides removing visual
artifacts that lenslet Light Fields originally have. Comparing to the related work, the
HCLE reaches a compressiont rate of 35.22% for each SAl, generating all 225 lenslet
Light Fields SAls. To assess the Light Field visual quality, it was used the BRISQUE
method, reaching a visual enhancement of 56.21%. It was also proposed a scheme
to compensate prediction error utilizing the HCLE along with the HEVC, making the
proposed solution more competitive to related works.

Keywords: Light Fields. encoder. prediction. optical flow. phase correlation.
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1 INTRODUCAO

O interesse da humanidade por representar a realidade em sua volta e documentar
a histéria em forma de imagens data de milénios atras. Evidéncias mostram que muito
antes do humano moderno chegar na Europa, pinturas ja eram feitas por Neandertais,
datando de aproximadamente 64.000 anos atras (HOFFMANN et al., 2018). Desde
entdo, a arte plastica, representada por pinturas, esculturas, etc., esta presente na
vida do ser humano como forma de documentar o mundo que o cerca. Porém, a ne-
cessidade de retratar cada vez mais fielmente o mundo sempre serd uma necessidade
humana.

Porém, nao foi ha mais de 200 anos que surgiu o primeiro protétipo comercial de
fotografia como conhecemos hoje. A daguerreétipo (DAGUERRE, 1839), surgiu como
o primeiro processo fotografico capaz de representar fielmente uma cena. Apos isso, a
evolugcédo de como representamos e consumimos imagens evoluiu muito rapidamente,
comparado ao tempo entre as primeiras pinturas rupestres e os primeiros daguerred-
tipos.

A partir desse momento, a maneira que capturamos € consumimos as represen-
tacoes da nossa realidade evoluiram drasticamente. Atualmente, imagens e videos
digitais sao facilmente capturados e reproduzidos pelos nossos smartphones e tele-
visbes. Além disso, a forma como os disseminamos também mudou completamente
com os adventos das redes sociais e servi¢os de streaming.

O registro de fatos e momentos se tornou uma parte vital da nossa sociedade com
a evolucdo da representacao de imagens e videos. Entretanto, torna-se cada vez mais
relevante a representacao dessas, ja que ao longo dos anos a utilizagdo de imagens
e videos passou a ser algo além de registro de fatos e entretenimento. Medicina,
seguranca e educacao sdo somente alguns dos muitos nichos em que imagens e
videos sao essenciais (ARGYRIOU et al., 2015).

A importancia com que capturamos e compartilhamos 0 nosso mundo continua
crescendo. O volume de videos digitais via streaming ja lidera o trafego de dados na
internet com 57,64% do volume total em 2020 (SANDVINE, 2020). Mas nao s6 isso,
cada vez mais temos a necessidade de representar o mais fielmente possivel essas
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imagens e videos. Uma forma de fazer € isso € aumentando a resolu¢ao dos videos.
Hoje em dia é comum encontrarmos televisores e smartphones com suporte a videos
em ultra-alta definicdo (UHD), que podem variar de 38402160 até 7680x4320 pixels.

Contudo, o ser humano vive e percebe o0 mundo em trés dimensées (3D), e mesmo
com o aumento de resolucao e tecnologia dos displays, os videos e imagens digitais
continuam sendo massivamente representados em dispositivos de visualizagao 2D.
Dessa forma, continuamos em busca de ter uma maior fidelidade da representagéo
do nosso mundo pelas imagens digitais. Devido a essa necessidade, os continuos
avancgos tecnoldgicos possibilitam que tenhamos opgbes com maior imerséo e inte-
ratividade com as imagens/videos digitais. Uma prova disso, € que nos ultimos anos
houve um aumento consideravel no consumo de tecnologias imersivas, com previsao
de continuar crescendo nos préximos anos (STATISTA, 2020).

Existem diferentes tecnologias que possibilitam essa imersdo do usuario ao con-
sumir imagens/videos digitais. Entre elas estdo os videos 3D e videos 360°. Os
videos 3D sao capturados com multiplas cameras, deslocadas uma da outra, ou céa-
meras especiais que capturam diversos pontos de vistas. Isso possibilita que com o
a tecnologia de representacao adequada, seja possivel ver esses diferentes pontos
de vistas dando impressao de profundidade a cena. Ja os videos 360°, sdao captura-
dos com multiplas cameras com lentes de grande angulo, tipicamente posicionadas
em organizacao esférica, possibilitando a interpolacdo dessas imagens e formando a
representacao omnidirecional da imagem.

Enquanto os videos 360° estdo sendo estudados ha poucos anos, os videos 3D ja
sao estudados ha mais tempo, possibilitando diversos dispositivos com essa tecnolo-
gia, como televisores e videogames. Apesar disso, nos ultimos anos, essa tecnologia
esta caindo em desuso devido a alguns motivos (CASS, 2014)(LESWING, 2017):

1. Vergence-Accommodation Conflict
O Vergence-Accommodation Conflict (VAC) (HOFFMAN et al., 2008) € um pro-
blema causado devido ao objeto em que a visdo do usuario converte esta atras
ou a frente da cena, ainda assim é necessario focar a visdo no anteparo em que a
midia esta sendo exibida. Isso leva a uma percep¢ao nao natural e, consequen-
temente, limita a imersdo do usuario. Além disso, muitos usuarios relatavam
problemas, como dor de cabeca, que aconteciam devido ao VAC.

2. Declinio da televisao 3D
No inicio de 2010, a popularizagao da 3DTV (do inglés, 3D television) ganhou
um impulso devido ao filme Avatar (LESWING, 2017), fazendo com que grandes
companhias comegassem a investir na comercializagao dessa tecnologia. Toda-
via, ao longo dos anos vemos essa tecnologia perdendo cada vez mais espago
no mercado. Alguns dos motivos para isso sao listados abaixo:
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» Para a utilizacdo em televisores 3D em casa, na maioria das vezes a tec-
nologia era associada ao Blu-ray. Isso acontecia enquanto os servigos de
streaming ganhavam popularidade, fazendo com que as pessoas nao pro-
curassem utilizar a tecnologia 3D. Além disso, na maiorias das vezes, devido
a falta de maturidade dos displays, a tecnologia também estava aliada ao
uso de Oculos especiais, 0 que poderia incomodar ou dificultar o uso para
algumas pessoas.

« Na maioria das vezes, a tecnologia 3D era stereo, ou seja, possuia somente
dois pontos de vista para dar o efeito de profundidade, ndo possuindo uma
imersao satisfatoria, além da falta do motion parallax nessa tecnologia, que
é a diferenca de velocidade aparente de um objeto dependendo da sua
distancia do ponto de observacao (BRINKMANN, 2008).

* Algumas pessoas nao possuem visdo estéreo, principalmente quando
possuem problemas de visdo associados a somente um olho, fazendo com
que a percepcao 3D dos videos nao fosse satisfatoria.

Devido a esses e outros problemas, as empresas comegaram a investir em au-
mento de resolu¢do ao invés de melhoria da tecnologia 3D (CASS, 2016). Porém,
ainda ha a necessidade de tecnologias imersivas para imagens e videos digitais para
gue possamos continuar melhorando a nossa representacdo do mundo com maior fi-
delidade. Dessa forma, a tecnologia de Light Fields (LF) surge como uma alternativa
promissora em relacao a outras tecnologias imersivas.

Diferentemente das tecnologias atuais de captura de imagens, onde somente a
intensidade da luz € capturada em cada ponto do sensor, nos Light Fields, além da
intensidade da luz, a direcdo com que os raios de luz incidem no sensor também é
capturada. Desta forma, uma cena capturada como Light Field é representada de
forma muito mais fiel do que quando se utilizam as tecnologias atuais/convencionais.
Além disso, essas caracteristicas possibilitam uma quantidade de técnicas de pés-
processamento muito maior, como mudanca de perspectiva, refoco, reiluminagao, en-
tre outros (IHRKE; RESTREPO; MIGNARD-DEBISE, 2016).

1.1 Motivacao

Os Light Fields sao baseados na fungao plenéptica (ADELSON; BERGEN, 1997).
A funcao plenéptica descreve a luz em termos de posicao, angulos, comprimento de
onda e tempo. Contudo, representar toda a dimensionalidade da fungao plenéptica é
uma tarefa muito dificil. Dessa maneira, os Light Fields utilizam uma fungao reduzida
derivada da funcéo plenoptica que descreve os raios de luz considerando posicao e
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angulo de incidéncia. Devido a grande capacidade de representacdo de cena obtida
com os Light Fields, os mesmos podem ser utilizados em diferentes aplicacbes, desde
cameras comerciais (LYTRO, 2017)(RAYTRIX, 2017) até microscopia (LEVOY et al.,
2006).

Mesmo com o avango recente em termos de software e hardware relacionado a
Light Fields, ainda existem muitos desafios a serem explorados. Um dos desafios €
relacionado ao volume de dados necessario para representacao de um Light Field.
Considerando uma camera Lytro lllum, cada Light Field capturado contém 625x434
micro-imagens de tamanho 15x15 pixels. Considerando 3 canais de cor e 10 bits por
canal, um Light Field totalizaria 218,26MB de dados. Sendo assim, para tornar viavel a
manipulacao, transmissao e armazenamento dos Light Fields é necessario que hajam
solucdes eficientes para compressao de Light Fields (ZHAQ et al., 2016)(CONCEICAO
et al., 2018)(CARVALHO et al., 2018).

Existem estratégias para a compressao de Light Fields que o transformam em uma
pseudo-sequéncia (PS) de video e utilizam padrdes de codificagdo de videos, como
o High Efficiency Video Coding (HEVC) (JCT-VC, 2019), para fazer a compressao do
LF. A vantagem dessas técnicas € utilizar ferramentas presentes nos codificadores de
video para fazer a compressao do Light Field sem a necessidade de criar novas ferra-
mentas. A desvantagem é nao explorar a grande dimensionalidade e as redundancias
presentes no Light Field. Sendo assim, estratégias tentam explorar a dimensionali-
dade do Light Field de forma a obter melhores resultados, como por exemplo, o codifi-
cador Multidimensional Light Field Encoder using 4D Transforms and Hexadeca-trees
(MuLE) (CARVALHO et al., 2018). Nesse caso, o codificador explora as redundancias
4D do Light Field utilizando a Transformada Discreta do Cosseno (DCT) em cada di-
mensao do Light Field. O MuLE também faz parte da padronizacao feita pelo JPEG
para codificacdo de Light Fields, chamada de JPEG Pleno Light Field Encoding, e é
chamado de 4D-Transform mode (DE OLIVEIRA ALVES et al., 2020). Mesmo sendo
uma solucao especifica para Light Fields, ainda ha espaco para melhoria da compres-
séo dos LFs utilizando predi¢cao para explorar ainda mais a redundéancia e reaprovei-
tamento de dados.

Ainda que o MuLE compreenda o conceito de exploracao de caracteristicas espe-
cificas de Light Fields, o mesmo faz isso explorando transformadas 4D. Entretanto,
existe espago para explorar redundancias em LFs para melhorar ainda mais suas ta-
xas de compressao. Um exemplo disso, seria usando predicao em Light Fields rea-
proveitando dados e se aproveitando de redundéncias no LF. Diferentes modelos de
predicdo podem ser empregados para codificacdo de Light Fields. O mais direto € uti-
lizar codificadores ja conhecidos, como os codificadores de video (CONCEICAQ et al.,
2018). Nesse caso, o LF pode ser transformado em uma pseudo-sequéncia de video
para utilizar ferramentas e algoritmos de predigéo ja conhecidos desses codificadores.
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Uma outra maneira, seria desenvolver novos tipos de predicao explorando redundan-
cias especificas dos Light Fields que nao aparecem em video digitais, por exemplo
(MONTEIRO et al., 2017).

Mesmo com todos os esforgos presentes na literatura com solugdes para viabilizar
0 uso dos Light Fields, ainda ha espaco para desenvolver predi¢cdes especificas que
exploram suas caracteristicas unicas de redundancia. Sendo assim, uma alternativa
para elaboracao de predicao para Light Fields é utilizar Optical Flow (OF). O Optical
Flow representa a distribuicao aparente de movimento em uma imagem, sendo que 0
mesmo pode ser escalado para a disparidade de movimento entre duas imagens. O
mesmo ja foi empregado para estimacao de movimento em imagens estaticas (WAL-
KER; GUPTA; HEBERT, 2015), assim como na predicdo de movimento em videos,
onde os quadros consecutivos, na sua maioria, sao imagens muito similares (KRISH-
NAMURTHY; WOODS; MOULIN, 1999)(WEI; YIN; LIN, 2018). Dessa forma, o OF
se mostra uma alternativa para explorar caracteristicas unicas de redundancia de um
Light Field, ja que o mesmo possui angulos de visualizacdo que possuem grande si-
milaridade.

1.2 Objetivos

Apresentadas as necessidades para viabilizar tecnologias imersivas viaveis, as
problematicas envolvidas e algumas abordagens utilizadas para resolver, o objetivo
central dessa dissertagdo é: propor e desenvolver um codificador com perdas para
Light Fields explorando predicdo baseada em Optical Flow e Phase Correlation fo-
cando em altas taxas de compressé&o.

Como objetivos especificos, tem-se os seguintes pontos:

1. Descrever as redundancias em Light Fields que possam ser exploradas para
viabilizar sua compressao eficiente.

2. Propor um modelo de predicdo para Light Fields baseado em Optical Flow e
Phase Correlation.

3. Desenvolver um esquema de codificagcdo completo, desde a manipulagdo do
Light Field original até a geracéo do bitstream, integrando o modelo de predigéo
proposto ao codificador HEVC para codificacao residual.

4. Desenvolver um decodificador capaz de reconstruir, com perdas, o Light Field a
partir do bitstream gerado pelo codificador desenvolvido.
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1.3 Organizacao

Este trabalho esta organizado em seis capitulos. O Capitulo 2 apresenta o refe-
rencial tedrico necessério para o desenvolvimento e entendimento do trabalho. Séo
abordados conceitos basicos relacionados a Light Fields incluindo tipos de Light Fi-
elds, sua captura, nomenclaturas e problemas relacionados a transmissao e arma-
zenamento. O Capitulo 2 ainda mostra conceitos béasicos de codificagdo de videos
gue serao Uteis para o entendimento do esquema de codificacdo de erros de predicdo
proposto neste trabalho, além de conceitos de Optical Flow e Phase Correlation, que
sao utilizados no preditor proposto. Por fim, o capitulo finaliza com uma visao geral
de trabalhos relacionados a codificacdo de Light Fields apontando suas vantagens e
desvantagens.

O Capitulo 3 mostra a visao geral do codificador proposto, passando pelas analises
qgue foram feitas para chegar nos algoritmos de cada uma das etapas de codificacdo
e decodificacdo. O Capitulo 4 mostra um esquema desenvolvido para melhorar a
qualidade geral dos Light Fields codificados com o esquema proposto baseado na
codificacao residual. O Capitulo 5 mostra os resultados experimentais obtidos e como
os mesmo foram organizados. Por fim, o Capitulo 6 conclui esta dissertagdo com uma
sintese do trabalho e aponta trabalhos futuros.



2 REFERENCIAL TEORICO

Antes de abordar as questdes envolvidas nas proposi¢coes desta dissertacao, se-
rao explicados alguns conceitos necessarios para a sua compreensao. Neste capitulo,
serdo abordados conceitos relacionados a Light Fields e suas aplicagdes atuais, pas-
sando pelo conceito geral de Light Field, como o mesmo se aplica as midias digitais
atuais, até os desafios relacionados a sua aquisi¢cao e viabilizagdo. Apds isso, sera
apresentada uma breve explicacao sobre codificacao de videos digitais, que serve
como base para o codificador proposto, passando por redundancias que podem ser
exploradas nesse tipo de midia. Continuando, serdo explicados os conceitos relacio-
nados a redundancia que podem ser aplicadas nos dados referentes aos Light Fields.
Além disso, também serdo explicados os conceitos relacionados ao Optical Flow e
Phase Correlation. Por fim, serdo apresentados alguns trabalhos da literatura que
propdem diferentes abordagens para compresséao de Light Fields.

2.1 Light Fields: conceitos e nomenclaturas

2.1.1 Funcao Plenéptica

Os Light Fields derivam da fungédo plendptica (ADELSON; BERGEN, 1997). A
funcao plenéptica € um modelo matematico que descreve toda a informacao visual
existente em qualquer ponto do espaco e qualquer instante de tempo. Para acomodar
todas essas informacdes visuais, é necessario uma funcao de 7 dimensoes.

LF:P(I',y,Z,Q,Qb,V,t) (1)

A Equacao 1 expressa a funcao plenéptica. A descricao da luz se da pelos raios
de luz em toda posicao possivel (x,y, z), angulo de incidéncia (0, ¢), comprimento de
onda () de cada raio de luz e o tempo (¢) que o mesmo incide.

O interesse pela funcao plenoptica acontece principalmente de forma conceitual.
Sendo assim, € necessario assumir algumas simplificagcdes na funcéo plenéptica para
ser possivel representar os LFs de forma digital.
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2.1.2 Light Fields digitais

Lidar com a fungéo plenéptica completa é uma tarefa dificil devido a grande dimen-
sionalidade e falta de discretizacao de algumas dimensdes. Sendo assim, para ser
possivel tratar computacionalmente e de forma eficiente os Light Fields, € necessario
adicionar algumas restricdes para simplificar a funcao plendptica:

1. Light Fields estaticos ndo tém variacdo no tempo. Sendo assim, é possivel remo-
ver a varavel t da equacao. Light Fields dinamicos ja sdo explorados na literatura
(WILBURN et al., 2005) e serao utilizados como exemplos para possiveis proble-
maticas.

2. Para discretizar o comprimento de onda ~, utilizamos espagos de cores como
RGB ou YCDbCr.

3. Assume-se que 0s raios descritos na fungéo plenéptica que incidem de todas as
posi¢des possiveis (z,y, z), propagam-se somente na direcdo de um ponto de
vista, ou seja, na posicao do dispositivo que captura o Light Field. Sendo assim,
n&o ha necessidade de possuir a profundidade descrita na fungéo (=)

Com todas as simplificacdes citadas acima, a funcdo plenéptica é simplificada
como descrita na Equagéo 2:

LF = P(x,y,0,¢) (2)

Porém, como estamos lidando com Light Field como uma midia digital, a equacao
e simplificada, discretizando 6 e ¢, j& que os pontos de vista seréo finitos e definidos
pela forma que o dispositivo captura o Light Field, como mostrado na Equacao 3:

LF = P(r,s,z,y) (3)

Com a funcéao plenéptica reduzida para uma funcao de 4 dimensdes, € possivel
representar de forma digital os Light Fields. No caso da Equagéo 3, (r, s) denotam os
angulos de incidéncia possiveis, enquanto (z,y) denotam a posi¢éao de incidéncia da
luz. Da mesma forma que em uma imagem digital, os LFs possuem trés canais de
cores, cada canal possui sua propria fungao.

Mesmo com as simplificagdes, os Light Fields ainda possuem muitas vantagens
sobre o 3D convencional, possibilitando, por exemplo, mudanga de perspectiva, re-
foco, entre outros (IHRKE; RESTREPO; MIGNARD-DEBISE, 2016). Isso faz com que
os Light Fields sejam uma tecnologia imersiva muito promissora, ja que a gama de
aplicac6es é muito ampla.
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2.1.3 Aquisicao de Light Fields

Os Light Fields podem ser capturados atualmente por trés principais maneiras:

1. Array de cameras:
Céameras sao dispostas lado a lado formando os diferentes pontos de vista possi-
veis. Dessa maneira, as cameras precisam estar precisamente espagadas entre
si e sincronizadas para a aquisi¢ao fiel do Light Field. Para esse caso, os data-
sets capturados sdo chamados de HDCA (High Density Camera Array).

2. Software:
Os Light Fields ainda podem ser artificialmente gerados a partir de computacao
grafica, via softwares de modelagem. Os Light Fields gerados de forma artificial
via software sao chamados de Light Fields sintéticos.

3. Céameras Light Field:

Para esse caso, cameras especificas para aquisicao de Light Fields foram desen-
volvidas. Exemplos delas sao a Lytro lllum (LYTRO, 2017) e a Raytrix (RAYTRIX,
2017). Como as cameras foram desenvolvidas especificamente para captacao
de Light Fields, essa maneira € a mais viavel de capturar os mesmos, ja que
nao € necessario a calibracdo e sincronizacdo necessarias no Array de came-
ras, assim como nao € necessario ser gerado artificialmente via software. No
caso de Light Fields capturados por essas cameras especificas, os Light Fields
sdo chamados de lenslet.

No caso dessas cameras especificas para captacao de Light Fields, as mesmas
possuem um array de micro-lentes. Dessa forma, a lente principal captura os raios
de luz vindo do objeto a ser capturado como mostra a Figura 1. Apoés isso, um array
de micro-lentes direciona os raios de luz vindo de angulos diferentes, gerando assim
todos os angulos possiveis que a camera pode capturar, limitado pelo numero de
micro-lentes que o array possui.

Como as cameras especificas para Light Field sao a op¢cao mais viavel para cap-
turar Light Fields, foram escolhidos como foco desse trabalho os datasets gerados a
partir dessas cameras, os Light Fields lenslet.

Microlens
array

Subject

Main lens
Photosensor

Figura 1 — Esquematico de uma camera Light Field (NG et al., 2005)
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2.1.4 \Visualizacao e nomenclaturas dos Light Fields

Como as cameras especificas para Light Fields sdo as opgdes mais viaveis para
capturar esse tipo de midia, os datasets escolhidos para ser o foco desse trabalho séo
os do tipo lenslet. Os Light Fields lenslet mais facilmente encontrados séao captura-
dos pela camera Lytro lllum. A camera Lytro possui um array de 15x15 micro-lentes,
enquanto captura um angulo completo com resolucdo de 625x434 pixels. Como 0s
Light Fields derivam de uma funcéo 4D, a visualizagdo do mesmo torna-se um tarefa
dificil de se imaginar, j&4 que diferentes recortes podem ser feitos. Nesse trabalho, se-
rao abordados dois tipos de corte: o primeiro € fixando os pontos de vista disponiveis
(x,y) e variando os angulos (rg, so), 0 sSegundo é a inversdo do primeiro caso, fixando
o angulo (r, s) e variando os pontos de vista (g, yo)-

Figura 2 — Visualizagdo conceitual de um Light Field

A Figura 2, mostra um modelo conceitual onde podem ser vistas as 4 dimensdes de
um Light Field de forma 2D. Na imagem, é possivel notar que temos todos os pontos
de vista (x,y) e todos os angulos (r, s) representados por um Light Field.

Para imaginar um Light Field de forma que consigamos visualizar de maneira 2D,
recortes nessas 4 dimensdes podem ser feitos. Por exemplo, pode-se fixar os pontos
de vistas e modificar os angulos. Assim como também é possivel fixar os angulos
enquanto modificam-se os pontos de vistas.

2.1.4.1 Visualizacdo dos angulos possiveis

A forma mais familiar de se visualizar um Light Field € decompondo o mesmo em
suas porcdes 2D, fixando o ponto de vista, ou seja, fixando o angulo. Nesse caso,
como os angulos sao fixos (rg, sg) € variamos os pontos de vista (z,y), sdo geradas
imagens 2D chamadas de SAls (Sub-Aperture Images), como mostra a Figura 3. Cada
SAl representa um diferente angulo de vista que pode ser obtido fixando o ponto de
vista.

Na Figura 3(a) podemos ver como um Light Field pode ser decomposto em suas
por¢cdes 2D e visualizado de forma integral. Nesse caso, cada SAl representa um
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angulo capturado por uma camera Lytro lllum. Cada SAIl é um diferente &ngulo de um
mesmo ponto de vista, totalizando 225 angulos diferentes. As SAls das bordas que
séo totalmente pretas ou possuem efeito de opacidade sao causadas pela captacao de
um Light Field com a camera Lytro lllum e ocorre em todos os Light Fields capturados
com essa camera. Esse efeito de opacidade nas bordas do Light Field é chamado de
vignetting.

Ja a Figura 3(b) mostra somente uma SAl do Light Field. As SAls n&o precisam ser
visualizadas de maneira integral, podendo também ser visualizada somente uma SAl
por vez. Sendo assim, todas as posi¢cdes para um mesmo angulo séo visualizadas.
Essa forma € a mais familiar para se visualizar um Light Field, ja que nesse caso a
SAl é uma imagem 2D convencional, com resolugao de 625x434 pixels.

Pode-se fazer uma relagao com a Figura 3(a) com a Figura 2, onde temos todos
os angulos (r, s) representados em uma matriz. Dessa forma, podemos indexar todas
as SAls de um Light Field de acordo com a Equagao 3. Por exemplo, a SAl central de
um Light Field pode ser denotada pela Equacao 4, onde (z,y) representam todos os
pontos possiveis, simplificando para:

LF = P(7,7) (4)

2.1.4.2 Visualizagdo dos pontos de vista

Além da visualizagdo dos cortes 2D de um Light Field, o mesmo também pode ser
visualizado com sua representacdo 4D em um espacgo 2D, como mostra a Figura 3.
Na Figura 3(a) uma porgao do Light Field Fountain_and_Vincent 2 é mostrado, onde
€ possivel visualizar as micro-imagens (Ml). Cada MI representa a luz incidente em
um ponto no espaco para os diferentes angulos de incidéncia. Ou seja, cada pixel
de MI é o pixel colocalizado em diferentes SAls. A Figura 4(b) mostra somente uma
micro-imagem 15x15 pixels, que € o tamanho padrao para a camera Lytro lllum. As
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bordas pretas ao redor das micro-imagens sao devido a utilizacdo da camera Lytro
lllum, e estao diretamente relacionadas as SAls pretas e opacas da Fig. 1(a) do efeito
de vignetting.

Figura 4 — (a) Porgao do Light Field Fountain_and_Vincent 2 visualizado a partir de suas micro-
imagens (b) Micro-imagem.

2.1.5 Compressao

Visualizando o Light Field de diferentes maneiras, é possivel perceber que o LF
contém uma enorme quantidade de dados. Para exemplificar, caso seja necesséa-
rio enviar o Light Field em sua forma crua, seria necessario enviar uma imagem de
9375x6510 pixels. Considerando uma camera Lytro lllum, cada Light Field capturado
contém 625x434 micro-imagens de tamanho 15x15 pixels, considerando 10 bits por
amostra e trés canais de cores, um Light Field totalizaria 218,26MB de dados. To-
mando um video Light Field de duas horas e 30 quadros por segundo (QPS), o video
totalizaria aproximadamente 45TB. Com as tecnologias atuais de armazenamento e
transmissao, seria inviavel armazenar ou transmitir esses dados.

Com os dados apresentados acima, fica claro que é necessario aplicar técnicas de
compressao para tornar os Light Fields uma tecnologia viavel. Varias tipos de técnica
ja sdo aplicados e pesquisados na literatura, alguns desses casos serdo apresentados
no fim desse capitulo.

2.2 Fundamentos em compressao de imagens

Como esse trabalho tem como um dos objetivos o desenvolvimento de um codifica-
dor de Light Field, é essencial uma visao global nos conceitos por tras de compresséo
de imagens e videos. O exemplo usado sera de videos digitais, ja que existem mais
tipos de redundancia dentro de um video digital que podem ser exploradas para rea-
proveitar dados. Essa secao fara uma apresentacédo do que é um video digital. Apds
isso, serdao apresentados os tipos de redundancia que podem ser exploradas dentro
de um video digital. Por fim, um modelo genérico de codificador sera apresentado, ja
gue o modelo do codificador proposto segue um modelo parecido.
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2.2.1 Videos Digitais

Um video digital € composto por uma sequéncia de imagens que sdo capturadas
a partir de uma cena e amostradas em uma determinada taxa, essa taxa € chamada
de taxa de quadros por segundo. O QPS pode variar dependendo da aplicacao, mas
usualmente é utilizado na faixa de 15 até 60 QPS. Cada imagem nessa sequéncia,
chamado de quadro, é composta por elemento onde a informacéo da imagem é salvo,
o pixel. Outra caracteristica importante em um video é sua resolugéo. A resolucao de
um video é definida pela quantidade de pixels verticais e horizontais em cada quadro.
Novamente, a resolucao do video dependera da aplicagdo, como por exemplo, em
dispositivos moveis, onde o tamanho da tela € menor, uma resolucdo menor e um
menor QPS ndo sera tao prejudicial na experiéncia final do usuario. Ao contrério de
aplicagdes onde o tamanho de exibi¢do é grande, como por exemplo em um cinema,
onde um resolugao menor serd mais perceptivel.

2.2.1.1 Redundéncia de Dados em Videos Digitais

Como o objetivo de um codificador de video é comprimir e codificar o video para
um tamanho aceitavel para que seja possivel manipula-lo, armazena-lo e distribui-lo, é
necessario que a quantidade de dados necessario na representacao do video seja di-
minuida. Sendo assim, o codificador de video pode se aproveitar de dados redundan-
tes existentes dentro de um video para aumentar a sua compressdo. E considerado
dado redundante aquele que n&o adiciona novas informagdes relevantes na repre-
sentacdo de uma imagem. Na codificagdo de videos existem trés diferentes tipos de
redundéncia de dados: a redundancia espacial, redundancia temporal e redundancia
entrépica. Cada uma dessas redundancia serdo exploradas nas proximas subsecoes
(AGOSTINI, 2007).

2.2.1.2 Redundéancia Espacial

A redundancia espacial em um video digital pode ser vista como a similaridade
entre pixels ou regides dentro de um unico quadro. A correlagdo entre pixel ou re-
gides similares pode ser facilmente percebida no dominio espacial em regides muito
homogéneas de um quadro. Isso pode ser exemplificado como uma regido da imagem
gue possui pouca variacao de cor, textura ou luminosidade, ou seja, mais homogénea.
Em uma regido homogénea os pixels tendem a possuir valores muito similares ou
até mesmo iguais, isso significa que o codificador de video pode reaproveitar dados
para representar determinadas regides da imagem. Em um codificador de video, essa
etapa é chamada de codificacdo intra quadro. A redundancia espacial de um video
também pode ser explorada no dominio das frequéncias, para isso, € necessario fazer
a transformacao da imagem do dominio espacial para o dominio das frequéncias.
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2.2.1.3 Redundéancia Temporal

Como dito anteriormente, um video digital costuma ter uma taxa de 15 a 60 QPS.
Isso significa que um video pode mostrar até 60 quadros em apenas um segundo.
Considerando o ritmo com que objetos se movem usualmente no nosso cotidiano,
pode-se inferir que existe pouca diferenca entre um quadro e outro temporalmente fa-
lando. A redundéancia temporal pode ser exemplificada como um objeto que se move,
gue considerando o QPS, move-se pouco de um quadro para outro. Isso implica que
pixels ou regides de um video podem ter tido seus valores pouco alterados ou até
mesmo continuarem imutaveis, ou ainda uma regido da imagem e seus pixels con-
tinuam exatamente os mesmos, porém com sua posicao horizontal e vertical modi-
ficadas. Outro exemplo de redundancia temporal, pode ser uma leve diferenca na
iluminagdo em uma determinada parte da imagem. Consequentemente, a exploragéo
da redundéncia temporal em videos digitais leva a altas taxas de compressao em um
video, visto que acontece com frequéncia dada a taxa de QPS dos videos digitais atu-
ais e também a possivel falta de quebra de contexto entre quadros muito proximos.
Analogamente com a redundéancia espacial, a etapa responsavel pela exploracdo da
redundancia temporal é a codificacao inter quadros.

2.2.1.4 Redundancia Entrdpica

A redundancia entrépica esta relacionada com a probabilidade de ocorréncia de
simbolos no sinal. Isso significa que o codificador de video diminui a redundancia de
simbolos utilizando menos bits para representar os simbolos que ocorrem frequente-
mente, e mais bits para representar os simbolos que ocorrem raramente.

2.3 Modelo Genérico de um Codificador de Video

Para ficar mais facil de entender o codificador proposto e desenvolvido, sera apre-
sentado antes um modelo genérico de codificador de video, que apresenta uma or-
ganizacao parecida. Para isso, nesta se¢ao, utiliza-se um modelo genérico que se
aproxima muito dos atuais codificadores de videos.

A Figura 5 mostra o modelo utilizado nesta se¢ao para definir e explicar as etapas
basicas de um codificador de videos.

E possivel observar que existem duas entradas para o codificador de video, a pri-
meira € do quadro a ser codificado e a segunda de um quadro de referéncia que esta
na memoria externa do dispositivo utilizado para codificar o video. O quadro de refe-
réncia é utilizado na codificacao do quadro atual. Além disso, existe uma saida que é
o bitstream. Este bitstream sera enviado para o decodificador de video que fara o pro-
cesso de reconstrucdo de cada quadro para o video ser exibido em algum dispositivo.

Primeiramente, o quadro atual a ser codificado é separado em blocos de mesmo
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Figura 5 — Modelo genérico de um codificador de videos

tamanho, como mostrado na Figura 6, e apds isso cada bloco é codificado sepa-
radamente. Cada bloco do quadro atual pode ser codificado utilizando a predicéo
intra-quadro ou a predicdo inter-quadros. A predicao intra-quadro é responsavel por
identificar e eliminar a redundancia espacial procurando similaridades em blocos den-
tro do quadro atual que esta a ser codificado.

Ja a predicao inter-quadros € responsavel por identificar eliminar a redundancia
temporal procurando similaridades entre blocos no quadro atualmente sendo codifi-
cado e no quadro de referéncia ja codificado que esta armazenado na memdria ex-
terna, como pode ser visto pelo quadrado preto indicado na Figura 7. E dentro da
etapa de predicao inter quadros que esta presente a estimagdo de movimento (ME).

A ME é responsavel pela deteccao de movimentagdo entre quadros para achar
blocos similares entre o quadro atual e o quadro de referéncia. Existem diversos algo-

Figura 6 — Quadro do video BasketballDrive separado em blocos do mesmo tamanho
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ritmos que podem ser implementados para fazer a busca dentro da ME. Um exemplo
basico pode ser visto também na Figura 7, onde o quadro atual procura pelo bloco
mais parecido dentro de uma area de busca no bloco de referéncia. Assim, pode
codificar somente a diferenca, chamada de residuo, entre os dois blocos e descar-
tar a informacéao redundante. A escolha entre predi¢ao intra-quadro ou inter-quadros
dependera das caracteristicas do video.
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Figura 7 — Representacao da estimagé&o de movimento

Apoés passar pelas etapas de predicao intra-quadro e inter-quadros, o bloco a ser
codificado é subtraido do bloco predito e inicia o processo de codificacao residual.
Dentro da etapa de codificagédo residual existem duas principais etapas: a transforma-
cao e quantizacao. Na etapa de transformacao, os residuos sao transformados do do-
minio espacial para o dominio das frequéncias. Apos a transformacao, os residuos, ja
no dominio das frequéncias, passam pela quantizagdo. Essa etapa € responsavel por
remover ou atenuar frequéncias que sao pouco relevantes para o olho humano. Como
o HVS (Human Visual System) é menos sensivel a altas frequéncias, ao remové-las
€ possivel alcancar alta compressao do video a um baixo custo na qualidade final
do video. Porém, de qualquer maneira, adiciona perdas na codificacdo ja que nao é
possivel recuperar o sinal original.

Apobs o processo de codificacdo residual, cada bloco codificado passa pela codifica-
céo de entropia. Essa etapa, como dito anteriormente (Sec¢éo 2.2.1.4), é responsavel
por explorar a redundancia entrépica. Ou seja, a codificacao de entropia sera res-
ponsavel por representar o maximo possivel de informagéo por simbolos codificados,
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gerando o bit stream a ser transmitido ou decodificado.

As etapas de de transformacao inversa e quantizagao inversa assim como os filtros
sdo etapas do processo de decodificacdo que sdo necessarias dentro da etapa de
codificacdo. As duas estao presentes pois € necessario reconstruir os quadros que
serdo utilizados como referéncia na codificagdo dos quadros subsequentes.

2.4 Redundéncias em Light Fields

Apos a visao geral de codificagcao de videos, nesta secao serdo apresentadas re-
dundancias especificas que podem ser exploradas em Light Fields. Mais especifica-
mente, serdo abordados dois tipos de redundancia: redundancia angular e redundan-
cia espacial.

2.4.1 Redundancia Espacial

Como visto na Secao 2.3, os codificadores atuais de video podem aplicar dois
tipos de predicdo: predicdo intra-quadro e predicao inter-quadros. A predi¢ao intra-
quadro se refere a explorar redundancias espaciais dentro de um mesmo quadro. Ja
a predigcéo inter-quadros procura explorar redundancias temporais buscando regides
similares de um quadro em outros quadros em diferentes instantes de tempo.

Diferentemente da redundéancia espacial explorada em videos, a redundancia es-
pacial funciona de uma maneira diferente em Light Fields, j& que o Light Field pode
ser manipulado em recortes diferentes, como explicado nas visualizacbes da Secéao
2.1.4. Para exemplificar, sera utilizado o corte explicado na Secéo 2.1.4.2 para facilitar
o entendimento da redundancia espacial em Light Fields.

Tomando como exemplo as Mls que ja foram mostradas na Figura 4, obtemos uma
representacao do 2D Light Field onde possuimos todos os angulos e pontos de vistas.
Uma parte dessa imagem € mostrada na Figura 8.

Figura 8 — Mls do Light Field Bikes
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Na Figura 8, estdo apresentadas algumas Mis do Light Field Bikes que represen-
tam varios angulos (1o, so) € varias posicdes (zo,yo). E possivel notar que varias das
Mls possuem o conteudo muito similar, enquanto outros possuem o conteudo diver-
gente. Nesse caso, diferentemente da redundancia espacial em video digitais, que
explorava redundéancia de dados dentro de um mesmo quadro, a redundancia espa-
cial em Light Fields explora a similaridades de um Light Field considerando pontos de
vistas diferentes.

A predicao intra-quadro de codificadores de videos digitais explora esse tipo de
redundancia copiando ou reaproveitando dados de regiées similares dentro de um
mesmo quadro. Porém, no caso dos Light Fields, essa predicao poderia ser feita, por
exemplo, copiando ou reaproveitando dados entre Mls similares.

Alguns trabalhos da literatura ja aplicam preditores para Light Fields explorando
esse tipo de redundancia (MONTEIRO et al., 2017), que sera explicado com maior
profundidade na segéo 2.6.

2.4.2 Redundancia Angular

Como o prépria nome ja diz, a redundancia angular explora similaridades entre
angulos diferentes de um Light Field. Para exemplificar, serd utilizado o corte explicado
na Sec¢ao 2.1.4.1, onde possuimos variacdo dos angulos mantendo o mesmo ponto
de vista, visualizando as SAls de um Light Field, como na Figura 3.

A Figura 9(a) representa a SAIl central do Light Field Stone_Pillars_Outside, en-
quanto a Figura 9(b) representa a SAl logo a direita da SAI central, ou seja, a SAl de
coordenadas (8, 7), isto €, sdo angulos diferentes para o mesmo ponto de vista.

E possivel notar pela Figura 9 que as SAls sdo muito similares, sendo necessario
analisar com maior atengdo para comegar a notar as diferencas entre elas. Sendo
assim, uma maneira de explorar a redundancia angular dentro de um Light Field, seria
copiar ou reaproveitar informacdes similares que existem dentro das SAls apresenta-
das. Um método similar entre a predicao inter-quadros que codificadores de videos
digitais utilizam.

Figura 9 — (a) SAl central (b) SAI (8, 7) do Light Field Stone_Pillars_Outside
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Pelo fato de ser um método similar a predi¢ao inter-quadros empregada em codifi-
cadores de videos, trabalhos da literatura transformam as SAls de um Light Field em
uma pseudo-sequéncia de video e utilizam codificadores de videos, como por exemplo
o HEVC (High Efficiency Video Coding) (SULLIVAN et al., 2012), para se aproveitar
das ferramentas de predicao ja implementadas e conhecidas e fazer a compressao
de Light Fields (CONCEICAO et al., 2018). O problema é que as ferramentas de pre-
dicdo foram desenvolvidas para videos digitais e podem nao explorar caracteristicas
especificas presentes nos Light Fields.

Para explorar caracteristicas especificas de um Light Field, foram utilizados os al-
goritmos de Optical Flow e Phase Correlation no codificador proposto deste trabalho.

2.5 Optical Flow e Phase Correlation

Diferentemente de videos digitais, onde que de um quadro para outro objetos po-
dem se mover em diversas diregcbes, aproximar-se ou se distanciar da tela, desapa-
recer ou aparecer, ou até mesmo ocorrerem mudancas bruscas de contexto (e.g. a
cena de um filme mudar de um interior para um exterior, mudando completamente o
contexto entre as cenas), os Light Fields ndo possuam essas mudangas aleatérias.

Para tratar essas mudancas aleatérias de contexto de um video digital, os codifi-
cadores de video utilizam algoritmos de busca exaustiva para encontrar blocos mais
similares entre si, ou até mesmo algoritmos rapidos como o Test Zone Search (TZS)
para fazer a busca. Ja nos Light Fields, essas mudancas de cena se dao pela dis-
tancia entre as SAls, no caso dos lenslet, ou a distancia entre as cameras, no caso
dos Ligth Fields HDCA. Sendo assim, os objetos se moverao sempre na mesma di-
recéo dependendo de quais angulos se modificam dentro de um Light Field. Usando
a Figura 3 onde temos a visao integral das SAls, os objetos se moverao mais ou me-
nos, mas sempre na mesma direcdo, se usarmos como referéncia a SAI central em
relagdo as SAls (8, 7) e (14, 7). O mesmo pode ser dito de movimentos entre SAls
horizontalmente ou verticalmente.

Dessa maneira, optou-se pela utilizacdo de Optical Flow e Phase Correlation para
explorar essas diferencas fixas que existem entre diferentes SAls de um Light Field na
etapa de predicao do codificador proposto neste trabalho.

2.5.1 Optical Flow

O Optical Flow (OF) (HORN; SCHUNCK, 1981) representa a distribuicdo aparente
de movimento em uma imagem. Isto é, comparando duas imagens, como por exemplo
dois quadros consecutivos de um video onde ndo ha mudanca brusca de contexto, o
OF representa o movimento aparente dos objetos de uma cena de um quadro para
o outro. O OF é sempre calculado sobre um imagem em relagao a outra imagem de
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referéncia. Como os Light Fields lenslet possuem movimentos que séo definidos pela
distancia entre as SAls, o OF é uma boa maneira para calcular o movimento aparente
dentro de um Light Field.

No contexto desta dissertacao, o OF foi utilizado para calcular disparidades entre
SAls diferentes. Quando o OF é calculado, sao fornecidos vetores de movimento para
cada pixel da SAl, ou seja, um componente = € um componente y para cada vetor.
A Figura 10 mostra o vetores do OF das SAls (8, 7) e (6, 7), respectivamente, em
relacdo a SAI central apresentados nas SAls para melhor visualizagao.

Figura 10 — (a) OF da SAI (8, 7) (b) OF da SAI (6, 7) em relagdo a SAI central para o Light
Field Vincent _Fountain2

Pela Figura 10 é possivel notar que o movimento entre as SAls € majoritariamente
definido pela relacao angular que a SAl calculada possui em relacao a SAIl de referén-
cia. No caso da Figura 10(a), a SAI (8, 7) esta localizado no angulo imediatamento a
direita da SAl central. Sendo assim, é possivel ver que o OF na sua maioria possui 0s
vetores com a maior parte no componente x.

Ja na Figura 10(b), como a SAl (6, 7) estd angularmente posicionado imediata-
mente a direita da SAI central, os vetores do OF ainda possuem quase na totalidade
toda a magnitude no componente x, porém com o médulo invertido em relacao ao OF
da SAI (8, 7).

Como o célculo do OF ndo se da de maneira exata, varios métodos estdo dis-
poniveis na literatura para a aproximagado do OF. No contexto desta dissertagao, o
método escolhido foi o Horn-Schunk (HORN; SCHUNCK, 1981), ja que o mesmo ja
€ amplamente difundido no meio cientifico e mostra que possui uma baixa taxas de
erro mesmo comparado a outros métodos de aproximagao de OF (HARTMANN et al.,
2018).

Como o comportamento do OF se mostra regular quando calculado entre SAls de
um Light Field, o mesmo pode ser utilizado para explorar suas caracteristicas especi-
ficas, como por exemplo, 0 movimento regular entre diferentes SAls. Dessa forma, o
OF é uma boa alternativa para um possivel algoritmo de predicao em Light Fields, ja
gue explora de maneira eficiente as redundancias angulares citadas na Sec¢éo 2.4.2.
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2.5.2 Phase Correlation

Phase Correlation (PC) representa o movimento de translacao entre duas imagens
(KUGLIN; HINNE, 1975). Diferentemente do OF, o PC representa a disparidade, em
termos de pixels, de uma imagem para outra com somente um vetor (componentes x

e y).

Figura 11 —l(a) PC horizontal‘ (b) PC ver{ical das SAls em relacado a SAl central para o Light
Field Fountain_Vincent2

Na Figura 11, que mostra o PC de todas as SAls calculadas em relacdo a SAl
central, é possivel notar que para as SAls que estdo deslocadas horizontalmente em
relacdo a SAI central (Figura 11(a)), possuem um deslocamento regular, tanto para
esquerda como para a direita, enquanto as SAls verticalmente alinhadas, possuem
menos deslocamento. Também € possivel notar que quanto mais proximo da SAl
central, menor o PC das SAls. O mesmo se repete para a Figura 11(b), porém, nesse
caso, para as SAls verticalmente deslocadas em relagcao a SAIl central.

Juntamente ao OF, o PC pode ser ultil também para explorar redundancias angu-
lares nos Light Fields compensando possiveis erros no célculo do OF, ja que possui
somente um vetor de movimento para toda a imagem. Assim, em regides da imagem
qgue sao totalmente regulares e possuem diferentes OF, o PC pode corrigir esse erro
sendo utilizado, por exemplo, para escalar os vetores do OF.

2.6 Trabalhos Relacionados

Como discutido em seg¢des anteriores, existem muitas problematicas relacionadas
aos Light Fields, desde captacédo a transmissao. Um dos principais problemas, € a
representacao de um Light Field de forma digital, jA que o0 mesmo pode ocupar arma-
zenamento fora da realidade atual de hardwares disponiveis. Dessa forma, existem
muitos trabalhos na literatura que utilizam diferentes métodos para compressao de
Light Fields. Para dar uma visao geral do que é proposto no meio cientifico para Light
Fields, os trabalhos foram separados em dois tipos: métodos que usam caracteristicas
genéricas de compressao de imagens digitais e métodos que utilizam caracteristicas
especificas dos Light Fields.
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2.6.1 Métodos genéricos para compressao de Light Fields

Trabalhos que usam métodos genéricos para compressao de Light Fields séao
aqueles que utilizam ferramentas ja conhecidas, como por exemplo, codificadores de
videos. Nesse caso especifico, as SAls de um Light Field podem ser transformadas
em uma pseudo-sequéncia (PS) de video e codificado com algum codificador de vi-
deos. Como o codificador de video utilizara a predi¢ao intra-quadro e inter-quadros, e
nesse segundo caso, 0 numero de quadros em que a busca é feita é limitado, a ordem
em que a pseudo-sequéncia de video é gerada mudara o resultado da codificacao.

Uma pseudo-sequéncia de video pode utilizar diferentes ordens, como por exem-
plo ordem raster, circular ou zigue-zague. Para tentar melhorar como a sequéncia é
gerada, em (CONCEICAQ et al., 2018) é utilizado um novo algoritmo que define a
ordem da pseudo-sequéncia de video pela maior similaridade entre as SAls, definida
pela Sum of Absolute Differences (SAD).

Algoritmo 1: Algoritmo LF-CAE (CONCEICAQ et al., 2018)
Data: sais_list: SAls do Light Field

Result: ordered_sais_list: pseudo-sequéncia com SAls ordenadas por
similaridade
ordered_sais_list.add(central_sai)

while length(sais_list) > 0 do
i=0

while i < length(sais_list) do
curr_sai = sais_|list[i]

sad = compare_sais(curr_sai, ordered_sais_list)

if sad < previous _sad then
best sai = curr_sai

previous_sad = sad
end
ordered_sais_list.add(best_sai)
sais_list.remove(best_sai)
end

end

O Algoritmo 1 é um pseudo-algoritmo adaptado de (CONCEICAQ et al., 2018) para
gerar uma pseudo-sequéncia de video que agrupe as SAls com maior similaridade em
sequéncia para tirar maior proveito da predi¢ao inter-quadros do HEVC.

Nesse algoritmo, a SAl central é adicionada como primeira da pseudo-sequéncia
de video. ApoOs isso, todas as SAls disponiveis sdo comparadas com as SAls que
serdo usadas como referéncia (SAls ja adicionadas na PS). A SAI que possuir o menor
SAD ¢ adicionada como préxima na PS de video. O processo é repetido apos todas
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as SAls terem sido adicionadas na PS de video.

O método LF-CAE apresenta uma reducgéo de 6,34% em relagdo a ordem raster
e 20,5% em relacdo a ordem circular em termos de BDBR (Bjontegaard-Delta Rate).
Mesmo possuindo bons resultados, o trabalho em questao utiliza o HEVC para codifi-
car a PS de video gerada, ndo explorando caracteristicas especificas de Light Fields.

2.6.2 Métodos especificos para compressao de Light Fields

Métodos especificos para compressao de Light Fields sao aqueles que usam ca-
racteristicas especificas dos Light Fields para gerar novas solugdo para compressao
dos mesmos, em vez de usar métodos de codificacdo ja conhecidos, como o HEVC.
Nas subsecoes seguintes serdo apresenta métodos que se enquadram nessa catego-
ria, porém utilizam diferentes abordagens com e sem predicao.

2.6.2.1 Predicao em Light Fields

Um exemplo de método que usa predicao para Light Fields, € o método desenvol-
vido em (MONTEIRO et al., 2017). Nesse método, é feita uma predicdo das MIs com
base em duas etapas: Low-Order Predictor (LOF) e High-Order Predictor (HOF).

A primeira etapa de LOF, é responsavel por achar o bloco de Mls que possui a
maior similaridade com os bloco a ser codificado. Essa busca é feita de forma exaus-
tiva e indica um bloco de referéncia que sera usado na etapa de HOF.

Figura 12 — Etapa de HOF em (MONTEIRO et al., 2017)

A Figura 12 mostra a etapa de HOF presente em (MONTEIRO et al., 2017). O
quadrado azul da figura indica o bloco de Mls a ser predito (o bloco possui 4 Mls de
tamanho). A seta amarela indica o bloco de referéncia encontra na etapa de LOF. A



39

partir do bloco de referéncia, 3 blocos sao gerados, deslocando o bloco de referéncia
nas 3 diregdes indicadas por 1 MI. Apds isso, sdo gerados quadrilateros a partir de
transformacdes geométricas do bloco de referéncia. O quadrilatero que possuir a
menor distorcdo em relacao ao bloco de referéncia é utilizado como bloco predito.

Como esse método utiliza caracteristicas especificas de Light Fields, atinge uma
reducéo de 33,35% de bitrate em relacao ao HEVC comum, mostrando que utilizar
caracteristicas especificas do Light Field para gerar etapas de predicdo é um método
promissor para compressao de Light Fields.

2.6.2.2 Meétodo especifico sem predicao

Ainda existem solucdes que exploram caracteristicas intrinsecas de um Light Field
mesmo sem fazer predicdo. E o caso da solugdo proposta em (CARVALHO et al.,
2018), o Multidimensional Light Field Encoder Using 4D Transforms and Hexadeca-
trees (MuLE).

Hexadeca-tree .
LF de entrada =—————— Transformada Bitplane Codificador [—— Bitstream

4D Clustering ELEES

Figura 13 — Codificador MuLE adaptado de (CARVALHO et al., 2018)

A primeira etapa do codificador MuLE & separar o LF de entrada em blocos 4D de
15x15x13x13 pixels. Apos isso, a segunda etapa do codificador € uma DCT-4D (Dis-
crete Cosine Transform 4D). A DCT-4D aplica uma DCT em cada dimenséo do LF de
entrada. Apos a etapa de transformada 4F, é aplicada uma etapa de quantizagéo que
€ chamada de Hexadeca-tree bitplane (HT-B), maiores detalhes podem ser encontra-
dos em (CARVALHO et al., 2018). Por fim, um codificador de entropia baseado em
codificagédo aritmética é empregado para gerar o bitstream do Light Field codificado.

Pelo fato de explorar de forma organica as redundéancias 4D de um Light Field, o
MuLE atinge resultados melhores de BDBR em relagdo ao HEVC e VP9. Porém, o
MuLE néo explora nenhum tipo de predicao fazendo uso das redundancias espaciais
e angulares presentes nos Light Fields.



3 CODIFICADOR DE LIGHT FIELDS COM PREDICAO BA-
SEADA EM OPTICAL FLOW E PHASE CORRELATION

As secdes anteriores mostraram todo o referencial tedrico sobre Light Fields e as
problematicas envolvidas em capturar, representar, armazenar e comprimi-los. Tam-
bém foram apresentados conceitos de compressao de imagens digitais, que podem
servir como base para codificacao de Light Fields. Foi explicado que os conceitos atu-
ais que existem para compressao de Light Fields, mesmo funcionando, deixam espaco
para explorar caracteristicas inerentes de um Light Field, como redundancia especial
e redundancia angular. Também foram apresentadas técnicas que exploram as re-
dundancias e caracteristicas especificas dos Light Fields, o Optical Flow e o Phase
Correlation.

O principal objetivo dessa dissertacao é propor um codificador para Light Fields
focado em altas taxas de compressao, utilizando métodos que explorem as particula-
ridades presentes nos Light Fields que ja foram explicadas em sec¢des anteriores, 0
mesmo foi desenvolvido como um codec (codificador e decodificador). Sendo assim,
propde-se um codificador completo para Light Fields que utiliza predicao baseada em
Optical Flow e Phase Correlation. O codificador proposto foi nomeado de HCLE (do
inglés High-Compression Light-Field Encoding), pois 0 mesmo atinge altas taxas de
compressdo. Ainda, elimina alguns problemas relacionados aos Light Fields lenslet
como, por exemplo, o efeito de vignetting.

Esse capitulo serd organizado da seguinte forma: sera apresentada uma visao
geral do codificador, primeiro mostrando a etapa de codificacédo e apds a etapa de
decodificacdo. Apds a visdo geral, cada etapa da codificacdo e da decodificacdo sera
explicada mais detalhadamente, juntamente com as decisdes de projetos tomadas.

3.1 Visao geral do coded

Como o HCLE foi desenvolvido como um codec, primeiramente sera apresentado
uma visdo geral da etapa de codificacdo seguida da explicagdo de cada passo pre-
sente nela. Apds isso, a etapa de decodificagdo e seus passos sera detalhada.
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3.1.1 Etapa de Codificacao

A etapa de codificacdo é responsavel por comprimir o Light Field, isto é, o Light Fi-
eld que sera utilizado como entrada, no caso do HCLE precisa estar representado em
sua visualizacao de SAls (ver Secao 2.1.4.1), sera codificado e a etapa de codificacao
gerara o bitstream comprimido desse Light Field. A Figura 14 mostra a visdo geral da
etapa de codificagdo do HCLE com todos os seus passos.

SAl central
codificada

,’Etapa de predicdo\ bitstream
|
| , 0101011
Calcula L o Codificador de 0101010
-:_’ Optical Flow | ULl Entropia 1101010
I [ 1010101
LF de entrada [
r _ 1 |l
I |
I |
I |
I |
I |
1 Calcula |
H— Phase :
I Correlation I
|
\ /

—-— o o -

Figura 14 — Visao geral das etapas de codificagdo do HCLE

A Figura 14 apresenta diferentes etapas de processos do codificador HCLE:

1. Predicdo: responsavel por gerar a predicao baseada em Optical Flow e Phase
Correlation. Essa etapa possui duas etapas menores:

 Calcula Optical Flow: Calcula o Optical Flow para cada amostra das SAls.
 Calcula Phase Correlation: Calcula o Phase Correlation para cada SAl.
2. Quantizacdo: essa etapa € utilizada para remover informac¢des desnecessarias

ou irrelevantes do calculo de Optical Flow, diminuindo a quantidade de simbolos
que precisam ser representados e adicionados ao bitstream.

3. Codificador de Entropia: responsavel por gerar o bitstream com todas as infor-
magcdes necessarias (Optical Flow quantizado, Phase Correlation e a SAIl central
codificada).
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3.1.1.1 Predigdo

A Predicao do HCLE é composta por duas etapas: Calcula Optical Flow e Calcula
Phase Correlation.

A etapa Calcula Optical Flow é responsavel por calcular o Optical Flow das SAls
em relagdo a SAl central (8, 8). Relembrando da Secéo 2.5.1, o OF calcula o movi-
mento aparente entre duas imagens. Esse movimento € dado por um vetor (compo-
nentes V, e V,). Sendo assim, € possivel visualizar esses vetores gerados pelo OF
em uma SAI, como mostra a Figura 15.

:

Figura 15 — Recorte da SAIl central do Light Field Féuntéin_ Vincent2 com o OF da SAl (6, 7)

A Figura 15, mostra um recorte da SAl central do Light Field Fountain_Vincent2
com o OF representado para visualizagdo em relagdo a SAl (6, 7). A SAl (6, 7),
relembrando da Figura 2, é a SAl imediatamente a esquerda da SAl central. Pela
Figura 15, parece que somente alguns pixels da SAl possuem vetor de OF, porém, o
OF é calculado para todas as amostras de uma imagem, isto &, todos os pixels. O que
acontece, é que regides mais homogéneas, como a parede ao fundo da pessoa, néo
possuem movimento aparente, ja que sao regidées muito uniformes. Isso faz com que
os vetores de OF dessa regiao possuam magnitudes irrisérias, nem mesmo sendo
possiveis de visualizar na representacao da imagem. Esse comportamento acontece
tanto para SAls horizontalmente quanto verticalmente alinhadas.

Outro ponto a ser salientado, € que existem pouquissimos vetores que possuem
direcao vertical. Isso acontece pois a SAl (6, 7) esta a esquerda da SAIl central, ou
seja, o angulo variou somente horizontalmente, fazendo com que os objetos da cena
também sé apresentem deslocamento nessa mesma orientagdo. O poste posicionado
a esquerda da Figura 15 representa bem esse comportamento, onde todos os vetores
do OF estéo praticamente perpendiculares ao poste. Isso significa que a maioria dos
vetores desse OF possuem o componente V,, com alta magnitude relativa, enquanto o
componente V,, possui um valor irrisério.

Considerando o ambito digital, os componentes do vetor do Optical Flow séo cal-
culadores e armazenados em valores double, que por sua vez possuem 8 bytes de
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tamanho na maioria das linguagens de programacao. Considerando Light Fields lens-
let que possuem 225 SAls no total de resolucédo 625x434 cada, e que o OF possui
625x434 vetores para cada SAl, sendo que cada vetor possui duas componentes V,
e V, que sdo um double de 8 bytes, seria necessario 972,16MB para armazenar todas
as informacgdes de OF de todas as SAls, excluindo a SAI central, o que vai contra a
ideia de compressao de Light Fields.

Porém, como explicado a partir da Figura 15, SAls que se encontram horizontal-
mente ou verticalmente alinhadas, possuem praticamente toda a magnitude do vetor
em somente uma das componentes. Isso significa que para essas SAls, somente a
componente de interesse pode ser utilizada no OF. Considerando que o OF é calcu-
lado a partir da SAl central nessa etapa, um total de 28 SAls poderiam usar a informa-
céo de somente um componente dos vetores do OF. Com essa modificagédo, os dados
de OF a serem armazenados cairia para um tamanho de 911,4MB.

Mesmo com essas simplificacdes, ainda ha espago para melhorias na etapa de
Calcula Optical Flow. Como dito anteriormente na Secéo 2.1.3, os Light Fields lens-
let capturam os diferentes angulos a partir de um array de micro-lentes igualmente
espacados. Considerando isso, pode-se assumir que o movimento dos objetos em
cena ird variar de forma regular entre uma SAIl e outra, quando as mesmas sao ver-
ticalmente ou horizontalmente alinhadas, variando um pouco dependendo da profun-
didade do objeto na cena. Com isso em mente, a ideia basica da Predicdo no HCLE
€ calcular somente o OF das SAls alinhadas verticalmente e horizontalmente a SAl
central (considerando somente uma das componentes dos vetores), e gerar as SAls
intermediarias, ou seja, aquelas que nao estao alinhadas a SAI central, a partir da
interpolagéo das duas SAls alinhadas verticalmente e horizontalmente a essa SAl a
ser predita. Sendo assim, somente o0 OF de 28 SAls, considerando somente a com-
ponente de interesse, seriam necessarios, diminuindo a quantidade de dados de OF
a serem transmitidos para 60,7MB. Porém, ainda ha mais uma simplificacao que pode
ser feita considerando esse movimento regular e unidirecional citado entre as SAls.

A Figura 16 mostra a ultima otimiza¢ao que pode ser feita no calculo do OF para a
transmissao minima de dados do Light Field Codificado. Como consideramos nessa
etapa de predicdo o movimento regular dos objetos em cena entre diferentes angu-
los do Light Field, somente o OF das SAls marcadas em vermelho na Figura 16 em
relacdo a SAl central (marcada em verde) pode ser calculado, o restante das SAls
podem ser preditas a partir da interpolacao de todas as SAls verticalmente e horizon-
talmente colocalizadas. Isso reduz a quantidade de dados de OF a serem enviados
para 8,68MB, uma reducao de 105 vezes em relacdo a previsao original de 911,4MB.

Porém, o OF é uma aproximagao do movimento aparente entre duas imagens,
isso significa que a mesma néo fornece esse movimento em termos de pixel. Para
contornar esse problema, € utilizada a etapa de Calcula Phase Correlation.
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Figura 16 — SAls utilizadas no calculo do Optical Flow na etapa de Predicdo do HCLE

O PC, relembrando a Secao 2.5.2, mede o movimento translacional entre duas
imagens. Diferentemente do OF, o PC fornece a disparidade de movimento em termos
de pixels. Além disso, o célculo do PC de todas as SAls em relagdo a SAl central
fornece mais evidéncias do movimento regular e unidirecional entre SAl, como mostra
a Figura 11, onde para SAls alinhadas horizontalmente em relagéo a SAl central n&o
existe disparidade vertical e para SAls alinhadas verticalmente ndo existe disparidade
horizontal.

Sendo assim, os valores de OF que s&o normalizados com base nos valores de
PC para estarem em termo de pixels. Para isso, sao calculados os valores de PC para
as SAls alinhadas em relacao a SAl central, como mostra a Figura 17.

Considerando que cada SAIl possui um valor de PC calculado, considerando no-
vamente os 8 bytes, os 28 PCs adicionariam um overhead de 224 bytes a serem
transmitidos. Com essas informagdes, mais as informacdes explicadas anteriormente
presentes na Figura 16, é possivel fazer a predi¢cao de todas as SAls, fazendo primeiro
o deslocamento da SAl central para gerar as SAls alinhadas a ela, e, apés isso, a inter-
polacdo para gerar as SAls intermediarias. Essa etapa sera apresentada quando for
explicada a etapa de decodificacdo que possui um passo especifico para fazer esse
processo e reconstruir todas as SAls a partir das informacdes de predicdo geradas
nesse passo de predicao da etapa de codificacao do HCLE.

3.1.1.2 Quantizagéao

Mesmo com todas as otimizacOes para reducdao de dados a serem transmitidos
feitas na etapa de Predicdo, ainda ha mais otimizacdes que sao feitas na etapa de
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Figura 17 — SAls utilizadas no calculo do Phase Coorrelation na etapa de Predicao do HCLE

quantizacdo. A etapa de quantizacao € executada em cima dos valores de OF e serve
para remover valores irrisdrios ou desnecessarios dos seus vetores.

Como dito anteriormente, o OF é calculado para cada pixel de cada SAl, gerando
uma grande quantidade de dados. Além disso, retomando o que foi explicado em rela-
céo a Figura 15, a maioria dos vetores, principalmente em partes homogéneas, possui
valores irrisorios a ponto de nao serem possiveis de visualizar quando sao represen-
tados sobre uma SAl. Isso significa que a maioria desses valores pode ser removida,
ja que nao possuem informagdes relevantes para o processo de predicdo. Ou seja,
a quantizacao remove valores que séo considerados irrisérios, fazendo com que a
quantidade de simbolos que precisam ser representados na codificacao de entropia
(ver Secao 2.2.1.4) seja drasticamente reduzido.

No caso da etapa que quantizagdo do HCLE, é definido um limiar que definira
se o valor sera eliminado ou ndo. A etapa de quantizagdo recebe os valores de OF
calculados e verifica todos os vetores para cada pixel da SAl, eliminando os valores
que ficaram abaixo do valor modular do limiar.

A Figura 18 mostra um exemplo de quantizagdo. No caso do exemplo, esta re-

4 1 -8 0 0 | -1
Limiar = 5
-7 112} 3 | ———> | -] 1 0

116 |6 O] 1]1

Figura 18 — Exemplo de quantizag&o para o valor de limiar 5
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presentada uma matriz de vetores 3x3 que passara por um processo de quantizacao
considerando um limiar de valor 5. O processo de quantizagdo considera somente
o moédulo do vetor, ou seja, os valores negativos da imagem serdo considerados
somente em médulo no momento em que passarem pelo processo de quantizacao.
Dessa forma, quando a matriz passar pelo processo de quantizacao, todos os vetores
do OF que possuirem magnitude menor que o limiar serédo transformados para 0. Ade-
mais, considerando o deslocamento regular e unidirecional ja explicado anteriormente
(3.1.1.1), os vetores que possuem magnitude maior que o limiar sdo transformados
em 1. Isso acontece, pois durante o processo de reconstrucao das SAls, durante a
etapa de decodificacao, utiliza o valor do PC para normalizar os vetores de OF, ja que
o0 movimento dos objetos em cena é regular.

Dessa forma, considerando os 8 bytes para cada vetor do OF, totalizando 254 valo-
res possiveis a serem representados, 0 numero de simbolos a serem representados
pelo codificador de entropia é reduzido para 3 (-1, 0 e 1). Assim, a codificacdo de
entropia consegue gerar um bitstream de forma muito eficiente ao reduzir o numero
de bits para representar cada simbolo.

3.1.1.3 Codificador de Entropia

Como explicado na Segéo 2.3, o codificador de entropia é responsavel por gerar
0 bitstream agrupando todos os simbolos possiveis de maneira eficiente para tentar
reduzir a quantidade de dados a serem armazenados.

A etapa de codificagéo de entropia do HCLE utiliza um algoritmo RLE (Run-Length
Encoding) para a codificacao binaria das informacdes de OF, j4 que a mesma € uma
codificacdo sem perdas muito eficiente quando ha poucos simbolos e longas sequén-
cias de um mesmo simbolo. O algoritmo RLE foi escolhido por dois motivos:

1. Com as simplificagdes devido ao movimento uniforme e unidirecional dos Light
Fields lenslet, foi possivel representar os vetores do OF com apenas 3 simbolos,
sendo necessarios apenas 2 bits para representar os simbolos

2. Como citado e analisado anteriormente, regibes homogéneas de um Light Field
vao possuir vetores do OF com valores irrisorios, que serdo substituidos por 0
na etapa de quantizacdo. Sendo assim, grandes porcoes das matrizes de OF
possuirdo 0 nessas regides homogéneas, ou possuirdo muito valores seguidos
de 1 ou -1 dependendo da posicao do angulo codificado em relagéo a SAl central

Esses motivos fazem com que o algoritmo RLE seja muito eficiente para a codifi-
cacao entropica das matrizes de OF, reduzindo muito a quantidade de dados a serem
transmitidos no bitstream. A organizacao de bits para os vetores de OF é mostrado na
Figura 19.
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Figura 19 — Organizagao em bits do algoritmo RLE do codificador de entropia

Como somente 3 simbolos sdo possiveis para os vetores de OF apds a etapa e
quantizagao, o cédigo que representa o simbolo no bitstream pode ser representado
por apenas 2 bits, como mostrado na Figura 19. Apds isso, os proximos 7 bits repre-
sentam a quantidade de simbolos repetidos referentes ao codigo dos 2 bits anteriores.

A codificacdo de entropia completa o bitstream com a SAl central codificada com
alguma outra técnica, como por exemplo o JPEG2000, e as informagcde de PC sem
nenhum tipo de compressao.

3.1.1.4 Codificacdo por Blocos

Uma outra otimizacao que pode ser feita no HCLE para reduzir o nimero de dados
a ser enviado pelo bitstream é a codificacao por blocos. Nesse caso, os valores das
matrizes de OF s&o modificados para serem 0 mesmo para todos os pixels dentro de
um bloco. Isso reduz o tamanho do bitstream pois havera maior repeticdo de valores,
fazendo com que o codificador de entropia consiga comprimir mais eficientemente.

O HCLE possui suporte para quatro tamanhos de bloco: 4x4, 8x8, 16x16 e
32x32. Para cada tamanho de bloco, podem ser utilizadas duas técnicas de defi-
nicao do valor de vetor do bloco: média e mediana. No caso da média, o valor médio
de OF dentro do bloco € utilizado em todos os pixels. No caso da mediana, o valor
mediano é usado.

Quanto maior o tamanho do bloco, menos informagéo sera enviada no bitstream,
assim como a codificagao sera mais rapida, ja que a predicao, que sera explicado mais
a frente, sera feita inteiramente para um bloco.

3.1.2 Etapa de Decodificacao

A etapa de decodificacdo do HCLE é responsavel por receber o bitstream e fazer
a reconstrugao do Light Field.

A Figura 20 mostra a visao geral da etapa de decodificacdo do HCLE. A entrada
da etapa de decodificagéo € o bitstream gerado pela etapa de codificagdo. Os passos
para a reconstrucao do Light Field na etapa de decodificagdo do HCLE séo:

1. Decodificador de entropia: é responsavel por separar as informagdes do bits-
tream e aplicar a decodificacdo de entropia em cima das matrizes de OF
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Figura 20 — Visao geral da etapa de decodificacdo do HCLE

2. Normaliza OF com PC: faz a normalizacao dos vetores de OF com base nos
valores de PC correpondentes

3. Reconstrucdo SAls: faz a reconstrugdo das SAls com base na SAl central e as
predi¢des feitas na etapa de codificagcdo com um algoritmo de interpolagéo para
gerar as SAls intermediarias

3.1.2.1 Decodificador de Entropia

A primeira acdo do decodificador de entropia é separar os 3 tipos de dados que
o bitstream carrega: SAl central codificada, matrizes de OF e valores de PC. Para
as matrizes de OF, é necessario fazer a decodificacdo de entropia de acordo com o
padrao da codificacao feito na Se¢éo 3.1.1.3. A decodificacdo de entropia é feita sim-
plesmente lendo o codigo e colocando a quantidade indicada a seguir pelos préximos
7 bits, respeitando a resolucao da SAl de 625x434 pixels.

Com esses 3 dados decodificados do bitstream, o decodificador continua para a
proxima etapa que é a de normalizag&o dos vetores de OF com o valor de PC.

3.1.2.2 Normaliza OF com PC

A etapa de normalizagdo dos vetores de OF com os valores de PC transforma os
valores quantizados pela etapa de codificagéo (-1, 0 e 1) no valor de deslocamento
calculado na etapa de calculo do PC. Essa normalizacao ¢é feita em cima das 4 matri-
zes de OF de acordo com a Figura 16. Apds isso, € gerado uma matriz de OF para
cada uma das 28 SAls restantes de acordo com a Figura 17. Um exemplo pode ser
visto na Figura 21.

Na Figura 21 é considerada um exemplo com uma matriz de OF quantizada e com
o valor do PC sendo 3. Os valores que antes eram -1 passam a ser -3 e 0s valores que
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Figura 21 — Exemplo de normalizagdo de uma matriz de OF com base no valor do PC

eram 1 passam a ser 3. Essa normalizacao serve para gerar o deslocamento em pixel
necessario para gerar a SAl na préxima etapa do decodificador, seguindo a premissa
de que o deslocamento dos objetos do Light Field é regular.

Esse processo € feito com a matriz de OF de um angulo extremo, indicado em
vermelho na Figura 16, gerando assim todas as outras matrizes de OF verticalmente
ou horizontalmente alinhada a essa SAIl extrema, de acordo com a normalizacdo do
PC referente a SAIl a ser gerada e a matriz de OF.

3.1.2.3 Reconstrucdo das SAls

A etapa de reconstrucao das SAls, como o préprio nome ja diz, é responsavel por
gerar todas as SAls com base nas informacdes que foram codificadas.

O primeiro passo dessa etapa € reconstruir as SAls alinhadas horizontalmente e
verticalmente com a SAI central. Parar isso, é feito um deslocamento dos pixels da
SAl central de acordo com as 28 matrizes de OF geradas na etapa anterior. Com
essas 28 SAls reconstruidas, é possivel fazer a reconstrucao das SAls intermediarias,
aquelas que nao estdo alinhadas horizontalmente ou verticalmente em relacdo a SAl
central. Para isso, é usado um algoritmo de interpolacdo que é mostrado na Figura 22
e é aplicado para pixel da SAl central de acordo com os vetores de OF da SAl a ser

gerada.

i-2,j-2 i-2,j-1 i-2,j
o .

frac(V,) int(V,)

Figura 22 — Representacao de interpolacao para predizer as SAls intermediarias
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Para facilitar o entendimento dessa etapa, serd usado como exemplo um caso de
geracdo de SAl intermediaria mostrado na Figura 23. Nesse exemplo, a SAl a ser
predita € a SAl marcada em vermelho, que usara como referéncia um vetor gerado
pelas componentes V, e V, das matrizes das SAls indicadas pelas setas vermelhas.

Para um pixel (i, j) a ser predito, o vetor gerado pelas duas matrizes de OF € indi-
cado pela seta verde na Figura 22, assim como esse mesmo vetor normalizado pelos
valores de PC é indicado pela seta laranja. Como o vetor normalizado pode ser um
valor de ponto flutuante, € necessario gerar duas amostras intermediérias de acordo
com o valor do vetor. No exemplo citado, essas amostras intermediarias, indicadas
por V; e V, na Figura 22 sdo geradas com base na Equacao 5 e Equacéao 6, com base
nos pixels P(i —1,j —2), P(i—1,7—1)e P(i— 2,5 — 1).

Vi= (1 - fTCLC(Vy)) : H—mt(vy),j—z‘nt(vx) + frac(‘/;,) : Pi—int(Vy)—l,j—int(Vx) (5)

Vo = (1= frac(Vy)) - Pint(vy)j—int(vi) + frac(Vy) - Pi_inev,),j—int(vi)—1 (6)

Apdbs as amostras intermediarias V; e V; serem geradas, o proximo passo do al-
goritmo de interpolagéo € gerar o pixel interpolado, na posi¢éo (i,j). Para isso, a
equacao 7 é utilizada. Os pesos dados para os valores de V; e 1, sdao multiplicados
por um «, que corresponde a um peso para a soma de frac(V,) e frac(V;) seja 1.

Pj=a- frac(Vy) - Va+a- frac(Vy) - Vi (7)
O valor de « é calculado de acordo com a Equacéo 8.

1
B frac(Vy) + frac(V,)

«

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

L= R - 7 B “SE FU R R

Figura 23 — Exemplo de geracao de SAl intermediaria. SAl marcada em vermelha a ser predita
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O algoritmo de interpolacao é feito para cada pixel das SAls a serem preditas com
base na SAIl central, com tratamento especial para bordas superior e esquerda, onde
os valores da SAIl central é copiado. Quando o vetor ultrapassa os limites da SAIl o
valor do pixel colocalizado na SAl de referéncia é copiada na nova SAl.

Além disso, os vetores do OF podem ser utilizados a nivel de bloco. Isso significa
gue o mesmo vetor € utilizado para um bloco, em vez de um pixel. A vantagem disso
€ que predizer um bloco em vez de um pixel diminui drasticamente a quantidade de
vetores a serem enviados para o bitstream, além de diminuir o tempo total de recons-
trucao, ja que o algoritmo de interpolagéo sera aplicado inteiro para um bloco de uma
vez, em vez de pixel a pixel.

3.2 Consideracoes Finais

Este capitulo apresentou o codificador HCLE proposto e o seu funcionamento de-
talhado. O codificador proposto € capaz de codificar um Light Field lenslet utilizando
predicao baseada em Optical Flow e aproveitando-se principalmente da premissa de
gue a movimentacao dos objetos entre na cena de um LF é regular e unidirecional.
Com isso, é possivel reduzir drasticamente a quantidade de dados de OF e PC a se-
rem enviados pelo bitstream, fazendo com que o codificador possa atingir altas taxas
de compressao, que serao mostradas no capitulo de resultados.

Além de explorar caracteristicas unicas dos Light Fields lenslet, o codificador pro-
posto HCLE ainda possui etapas completas de codificagdo e decodificagdo, podendo
ainda pode ser configuravel para possuir diferentes tamanhos de bloco, diferentes tipos
de selegéo de vetor do bloco e também diferentes limiares para a etapa de quantiza-
céo.



4 ESQUEMA PARA CODIFICACAO DO ERRO DE PREDI-
CAO

Mesmo que o HCLE seja um codificador completo e consiga gerar todas as SAls
de um Light Field, ele ndo é capaz de compensar perdas causadas pela codificacao.
Para compensar o erro de predicdo, seria necessario adicionar uma etapa que re-
construisse cada bloco do LF com o erro da predi¢do além do bloco predito. Com a
adicdo de uma etapa de codificacdo do erro de predicao, seria possivel aumentar a
qualidade geral da imagem, ja que essa etapa compensaria os erros de predicdo com
um acréscimo no bitrate.

Para facilitar essa etapa de codificagdo do erro de predicao, foi utilizado o HEVC,
que ja possui de maneira intrinseca essa etapa ao fazer as etapas de predigédo. Po-
rém, o HEVC possui diversos modos de predicao diferentes, tanto intra-quadro como
inter-quadros. Se fosse gerada uma pseudo-sequéncia com o Light Field gerado pelo
HCLE e codificado com o HEVC, muitos modos de predi¢cdo seriam adicionados a co-
dificacao, além da predicao baseada em Optical Flow e Phase Correlation. Porém,
como queremos avaliar somente a predicao do HCLE sem esses modos extras do
HEVC, o HEVC foi modificado para comportar o Light Field gerado pelo HCLE como
0 unico modo de predicao possivel, sendo possivel avaliar efetivamente a predicao
do HCLE. Uma visdo geral do esquema necessario para gerar essa codificacdo de
erro de predigdo € apresentado na Figura 24, onde etapas do HCLE e do HEVC séo
intercaladas.

A Figura 24 mostra o esquema para codificacdo de erro de predicdo com a utiliza-
céo do HCLE e HEVC, onde os blocos da cor azul sdo etapas do HCLE e os blocos
em verde sao etapas do HEVC. A primeira etapa do esquema proposto é codificar o
LF com o HCLE, o mesmo processo que ja foi explicado na Secao 3. Como o HCLE
precisa de SAl central codificada para a geracao do bitstream, foi utilizado como mé-
todo de compresséo da SAl central o proprio HEVC utilizando apenas predicao intra
(quadro ). Com as SAls sintetizadas, o bitstream gerado pelo HCLE e a SAl central
codificada, é possivel fazer a geracao das pseudo-sequéncias de video e utilizar a
sinalizacao da predigéo inter-quadros do HEVC para sinalizar a predicdo HCLE.
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4.1 Modificacao no HEVC para Suportar a Predicao HCLE

O HEVC possui diferentes modos de predicao intra-quadro e inter-quadros. Para
avaliar as SAls sintetizadas pelo HCLE como preditor, optamos por modificar o HEVC
para que a predigéo inter-quadros nao utilize os métodos proprios, mas seja utilizada
para sinalizar a predicao os LFs sintetizados pelo HCLE.

Entdo, no esquema proposto, o LF de entrada original assume o papel de video
a ser codificado, enquanto o LF predito pelo HCLE assume o papel de video de refe-
réncia para ser usado durante a etapa de predicdo do HEVC. Para conseguir utilizar o
LF codificado pelo HCLE, o buffer do HEVC que guarda os quadros codificados para
serem usados como referéncia durante a predicao inter-quadros, o DBP (Decoded
Picture Buffer), foi modificado para armazenar o LF predito pelo HCLE.

Além disso, varios parametros do codificador HEVC precisaram ser modificados
para garantir a predicdo de forma coerente com o HCLE. O primeiro deles, é permitir
somente um quadro de referéncia durante a codificacao inter-quadros. Outra modifi-
cacgao necessaria é garantir que um bloco da SAl a ser codificado é comparado com o
mesmo bloco na SAl de referéncia. Para isso, os vetores da estimagdo de movimento
utilizados sempre possuem componentes x e y igual a zero. Dessa maneira, é garan-
tido que a SAIl a ser codificada utiliza a SAI colocalizada sintetizada pelo HCLE como
referéncia para a etapa de estimacao de movimento.

A Figura 25 mostra um exemplo de como o HEVC utiliza as pseudo-sequéncias
de video para fazer a codificacdo inter-quadros. A imagem mostra na parte superior
o LF de entrada, sendo P(i,j) a SAl central que ndo é necessaria ser codificada
na etapa de predicao inter-quadros, ja que a mesma é codificada externamente pelo
préprio HEVC utilizando predicdo intra-quadro. Ja para o restante das SAls, o DBP
armazena suas SAls colocalizadas codificadas pelo HCLE. Para cada SAl, a predicao
inter-quadros busca do DBP a SAIl correspondente e subtrai os blocos colocalizados

LF de'_er}trada

o OF
O SAl Central
.| Geragao
| Video _L Prlec:igéo o
= nter =3
£l |codificador. |Decodificador Geracdo _I'> (HEVC) |13
c | = ) I3
3 HCLE | HCLE Video )
= | ‘3
%) 1
Codificacdo : bitstregm >
» Intra
(HEVC) [F= == === === ============ >

bitstream

Figura 24 — Esquema para codificagdo de erro de predicdo com HCLE e HEVC
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Figura 25 — Exemplo da codificagao inter-quadros e como as referéncias sédo usadas com base
no DBP

(vetores de movimento zerados), gerando o erro de predicdo de cada bloco e para
cada SAl. Apéds isso, o codificador faz o resto da codificacao, identificada pelo bloco
Codificacao erro de predigéo na Figura 25. Como o préprio codificador do HEVC faz a
etapa de reconstrugéo, é possivel gerar os resultados de qualidade durante a prépria
codificagao.

Dessa forma, o codificador HEVC subtrai a SAl a ser codificada da SAI de refe-
réncia, gerando o erro de predicdo que é codificado pelo HEVC. Mesmo possuindo
overhead devido a sinalizagdo da estimacao de movimento e as SAls de referéncia,
como a informacao é idéntica para todos os blocos e SAls, as mesmas s&o eficiente-
mente codificadas pelo codificador de entropia do HEVC. Além disso, esse esquema
adiciona também o controle de qualidade pelo parametro de quantizacao (QP), que
podera ser ajustado para atingir maiores taxas de compressao, mas qualidades mais
baixas, ou o contrario.

Com o esquema proposto para codificacao de erro de predicao utilizando o HCLE
e o0 HEVC, é possivel atingir melhoria na qualidade visual da imagem devido a com-
pensacao de erro de predi¢cdo na etapa de reconstrugao.



5 RESULTADOS EXPERIMENTAIS

Este capitulo mostrara todos os resultados experimentais obtidos com o codificador
proposto HCLE e o0 esquema para codificagao de erro de predicao com HCLE e HEVC.
O capitulo esta separado de forma a primeiramente explicar a configuracdo em que
os testes foram realizados, passando, apds isso, pelos resultados e vantagens do
codificador HCLE e os resultados da codificagao de erro de predicao.

5.1 Configuracao dos Experimentos

Todos os resultados experimentais foram simulados em um computador ro-
dando o Ubuntu 20.04 LTS e uma configuracdo com um processador Intel Core i7-
8700@3,20GHz e 16GB de meméria RAM. Os testes seguiram as CTCs (Common
Test Conditions) formalizados pela iniciativa JPEG Pleno (JBIG; JPEG, 2019). Como
dito anteriormente, o foco desse trabalho esta nos Light Fields lenslet. Sendo assim,
os Light Fields indicados para esse dataset nas CTCs do JPEG Pleno sdo: Bikes,
Danger de Mort, Fountain Vincent2 e Stone Pillar_Outside. A Figura 26 mostra a
SAl central para cada um desses LFs. Estes Light Fields possuem SAls com resolu-
céo de 625x434 micro-imagens com resolugdo 15x15 pixels.

Figura 26 — SAI central de todos os L/ght F/e/ds utilizados nos teste de acordo com a CTCs do
JPEG Pleno: (a)Bikes (b)Danger_de Mort (c)Fountain_Vincent2 (d) Stone_Pillar_Qutside
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As métricas de qualidades que devem ser avaliadas segundos as CTCs sdo: PSNR
(Peak Signal-to-Noise Ratio) e SSIM (Structural Similarity Index Measure) (WANG
et al., 2004). O SSIM considera elementos estruturais da imagem para tentar indi-
car a degradacao de uma imagem em relacédo a outra. Além disso, as condicdes de
teste também definem bitrates alvos, chamado de bpp (bits por pixel), para as compa-
ragcOes utilizarem uma mesma taxa de compresséo e ser possivel analisar a qualidade
dos Light Fields para pontos fixos. Esses bpps alvos sédo: 0,001, 0,005, 0,02, 0,1 e
0,75.

Os resultados de qualidade dos Light Field foram comparados em termos de PSNR
e SSIM, como definido nas CTCs. Além disso, também foi avaliada a eficacia da solu-
cao como preditor através da avaliagao da energia do sinal do erro, e entropia do erro,
onde o erro € o Light Field original subtraido do Light Field predito. Por ultimo, foi ava-
liada a eficiéncia de codificacdo do HCLE, avaliando o tamanho do bitstream gerado
e o0 tempo para codificar um Light Field. Para a comparacao ser coerente, o MuLE foi
ajustado para possuir os resultados o mais préximos possiveis em relacdo ao HCLE,
entdo daqui para a frente, todas as comparacdes feitas com o MuLE estéo ajustadas
para o mesmo ponto de operacao em relacdo HCLE, seja em termos de qualidade ou
compressao. Esse ponto de operacgéao foi atingido para a qualidade em PSNR o mais
proximo possivel do codificador HCLE, fazendo com que a Hexadeca-tree do MuLE
sempre faca o particionamento até o nivel 19 (B,,;, = 19) (ver (CARVALHO et al.,
2018) para maiores detalhes).

5.2 Resultados do Codificador HCLE

Relembrando o que foi explicado na Secao 3.1.1.2, o codificador proposto HCLE
possui uma etapa de quantizacao, responsavel por eliminar vetores do Optical Flow
para que a codificagdo de entropia atinja uma taxa de compressao maior. Além disso,
a Secao 3.1.1.4 também explicou que a codificacdo pode ser feita a nivel de blocos,
ou seja, um vetor de OF pode ser selecionado para todas as amostras de um mesmo
bloco, ja que isso atinge maiores taxas de compressao e também se aproveita das si-
milaridades dos vetores em uma mesma regido, principalmente regides homogéneas.

Com isso em mente, o HCLE foi testado a nivel de pixel e a nivel de bloco. Para o
teste a nivel de pixel, os limiares testados para quantizacao dos vetores do OF foram
0,1,0,01, 0,001 e 0,0001. Ja a nivel de bloco, os limiares testados foram de 0 e 0, 0001.
Além disso, os tamanhos de blocos utilizados foram de 4x4, 8x8, 16x16 e 32x32.
Os métodos para escolha dos vetores do OF dentro de um bloco foram a média dos
vetores e a mediana dos vetores. Todas as tabelas apresentadas nessa Secéo sao
referentes a média em relagcéo a todos os LFs.

Além disso, todas as comparacdes sao feitas através do software de referéncia
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do MuLE, que foi implementado em C++, enquanto o HCLE foi implementado em
Matlab, ja que a plataforma possui facilidade para lidar com operacdes relacionadas a
matrizes. A SAl central foi codificada com o JPEG2000 e compression rate de 50.

5.2.1 Resultados de Qualidade da Predicao

A primeira analise feita ndo € comparada ao MuLE, ja que se refere a métricas de
predicao, e posteriormente o Light Field codificado pelo HCLE sera utilizado dentro do
HEVC como preditor. Para analisar a eficiéncia do LF codificado pelo HCLE como pre-
ditor, foram medidas algumas métricas de predi¢do para o HCLE. As métricas testadas
foram energia do erro e entropia do erro.

A energia do erro, mede a energia do sinal de erro, sendo que o erro é a diferenca
entre o LF original e o LF codificado. A férmula da energia do erro pode ser vista na
Equacéo 9.

14 14 434 625

E=Y Y>> (|LF(r,s,i,j) — LF'(r,s,i,j)|)° (9)

r=0 s=0 i=0 i=0

Pela Equacéao 9, vemos que quanto menor o valor de energia, mais préximo do LF
de referéncia (LF) o LF codificado (LF") estd, ja que erro é a diferenca entre LF e
LF'. Dessa forma, o erro que possuir a menor energia, também esta mais préximo do
LF original.

Como o LF original possui efeito de vignetting para SAls das bordas, como expli-
cado na Secao 2.1.4.2, essas SAls foram excluidas da analise de métricas de predi-
cado. Sendo assim, a Equacgéo 9, ndo considera todos os valores nos dois primeiros
somatorios.

Para a entropia do erro a mesma ideia € utilizada. A Equagéo da entropia do erro
€ indicada abaixo:

14 14

H=7% %> plog(pk) (10)
0O 0 &k

O valor de p;. indicado na Equacao 10 € o histograma normalizado de niveis de
cada canal de cor do LF, ou seja, a probabilidade de cada nivel do histograma aconte-
cer dentro do LF. Quanto menor a entropia do LF, mais maior potencial de compressao
existe no dado.

A Tabela 1 mostra os resultados do codificador proposto em termos de métricas
de predicao, energia do erro e entropia do erro, mostrando a média para todos os
LFs. O melhor resultado do codificador HCLE acontece para a técnica de selecéo do
vetor do bloco Média, Limiar 0,0001 e bloco 16x16 com 1,66E+04. Ja na entropia o
codificador proposto atinge um minimo de 2,7123. Pela tabela, é possivel perceber
que ha diminuigédo da entropia para tamanhos de blocos maiores na técnica Mediana.
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Isso provavelmente se deve ao fato de que utilizar muitos vetores de OF pode fazer
com que a predicao atingida seja pior, pois possui mais valores que adicionam erro a
predicdo em relacdo ao LF original.

Tabela 1 — Resultados de métricas de predicao para o HCLE

Técnica | Limiar | Bloco | Energia Erro | Entropia Erro
4x4 1,72E+04 2,7474
0 8x8 1,70E+04 2,7485
16x16 1,66E+04 2,7446
Média 32x32 1,68E+04 2,7489
4x4 1,72E+04 2,7473
8x8 1,70E+04 2,7479
0.0001 1 46,16 | 1.66E+04 2,7449
32x32 1,68E+04 2,7496
4x4 1,71E+04 2,7344
0 8x8 1,74E+04 2,7432
16x16 1,70E+04 2,7205
Mediana 32x32 1,70E+04 2,7123
4x4 1,71E+04 2,7347
8x8 1,75E+04 2,7428
0,0001 16x16 1,71E+04 2,7174
32x32 1,71E+04 2,7113
0,0001 | 1x1 1,75E+04 2,7272
Pixel 0,001 1x1 1,77E+04 2,7277
0,01 1x1 1,80E+04 2,7445
0,1 1x1 1,99E+04 2,807

O capitulo 4 mostra um esquema de compensacao de erro de predi¢ao, utilizando
o Light Field codificado pelo HCLE como o Unico preditor e aproveitando-se das fer-
ramentas de compensacao ja implementadas no HEVC. Dessa forma, sera possivel
adicionar pontos de operacao para o HCLE, assim como melhorar a qualidade obje-
tiva, ja que erros de predicao serao compensados. Essa secdo, mostrou que tama-
nhos de blocos maiores fornecem melhores preditores do HCLE, ja que diminuem a
entropia, eliminando vetores do OF que poderiam adicionar erros a predicao, ja que
possivelmente eram valores irrisérios.

5.2.2 Resultados para Métricas de Qualidade Objetiva

A Tabela 2 mostra os resultados para todos os cenérios testados no codificador
proposto comparado ao codificador MuLE, e estdo organizados da seguinte forma: a
coluna de Técnica indica qual foi a técnica de escolha do vetor para cada tamanho
de bloco, a coluna Limiar indica o valor de limiar testado na etapa de quantizacédo e a
coluna Bloco indica o tamanho dos blocos a serem codificados.

O melhor resultado alcancado em termos de PSNR foi para o OF a nivel de bloco
com técnica da Mediana e Limiar de 0,0001. Nesse caso, o Y-PSNR foi de 25,306dB,
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Tabela 2 — Resultados de qualidade para o HCLE vs MuLE

Técnica | Limiar | Bloco | Y-PSNR (dB) | Y-SSIM | YUV-PSNR (dB)
44 25,0654 | 0,7821 26,9997
0 8x8 24,8913 | 0,7751 26,8673
16x16 || 24,6484 | 0,7644 26,6823
Media 32x32 | 24,4189 | 0,7516 26,5052
Gx4 25,0642 0,782 26,9982
0.0001 | 88 24,8903 | 0,7751 26,867
’ 16x16 | 24,6537 | 0,7644 26,6882
32x32 24,419 0,7514 26,5072
44 25,298 0,7925 27,1823
0 8x8 25,2795 | 0,7938 27,1788
16x16 || 25,3024 | 0,7965 27,1961
Mediana 32x32 | 25,2462 | 0,7965 27,1537
G4 25,2957 | 0,7923 27,1817
0.0001 | &8 252725 | 0,7935 27,1736
’ 16x16 || 25,3060 | 0,7965 27,1997
32x32 25,224 0,7955 27,1379
0,0001 | 1x1 25,1535 | 0,7882 27,0677
pixel | 0001 | 1x1 25,1391 0,7863 27,0537
0,01 | 1x1 24,8321 0,7659 26,7959
0,1 1x1 23,4128 | 0,7192 25,6863
MuLE | 245503 | 0,732 | 26,7023

0,7557dB maior do que o MuLE, e de 0,7995 de SSIM, onde também supera o MuLE
sendo 0,0645 maior. Também € possivel notar que o resultado da Mediana foi o melhor
na média, atingindo média de 25,2815dB para Limiar de 0, enquanto a Média atinge
24,756dB. O OF a nivel de pixel alcangou, na média, os piores resultados, com uma
média de 24,6343dB. No geral, o melhor caso do codificador HCLE obtém um aumento
de 0,7557dB para o Y-PSNR, 0,0645 para o SSIM (0,7965 do HCLE para Mediana,
Limiar 0,0001 e Bloco 16x16), e aumento de 0,4974dB para o YUV-PSNR.

Além disso, olhando a Tabela 2 é possivel observar que em termos de qualidade
o tamanho do bloco ndo possui impacto significativo, enquanto o Limiar possui alto
impacto para o OF a nivel de pixel, jA que para o menor Limiar, o Y-PSNR foi de
25,1535dB e para o Limiar de 0,1 o Y-PSNR alcangou 23,4128dB. No SSIM a dimi-
nuicao foi de 0,7882 para 0,7192 do menor para o maior Limiar. Isso se deve, prin-
cipalmente, pelo fato do Limiar acabar eliminando muitos valores que poderiam ser
relevantes a nivel de pixel para a etapa de predicao, enquanto o tamanho de bloco
acaba preservando, em certa quantidade, a relevancia dos vetores de OF para o ta-
manho de bloco e eliminando menos valores importantes na etapa de quantizagao.

Mais para a frente, na Secao 5.2.2 sera explicado e mostrado que o codificador
proposto ndo carrega artefatos presentes no Light Field original, causados pela cap-
tacdo, que diminuem bastante a qualidade subjetiva da imagem. Isso faz com que
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as métricas de qualidade objetivas, principalmente o PSNR, acusem uma quantidade
de ruido na imagem codificada que nado existe no Light Field original, ja que o codifi-
cado pelo HCLE n&o possui esses artefatos. O SSIM, mesmo sofrendo esse mesmo
impacto, acaba sendo menor do que o PSNR, ja que o SSIM também leva em consi-
deracgao caracteristicas estruturais da imagem que o HCLE mantém de acordo com o
LF original.

Em todas as métricas de qualidade objetiva testadas, o codificador proposto pos-
suiu melhores resultados em pelo menos um caso comparado ao MuLE.

5.2.3 Resultados de Compressao e Tempo de Codificacao

A Tabela 3 mostra os resultados do tamanho do bitstream e tempo de codificacao
para todos os cendrios testados. E importante salientar que o tempo de codificacdo
compreende a todo o processo até a geracdo das SAls.

Tabela 3 — Resultados de bitrate e tempo de codificagdo para o HCLE vs MuLE

Técnica | Limiar | Bloco | Bitrate (B) | Tempo (s)

4x4 154244 122,54

0 8x8 95746 48,63

16x16 55216 27,12

Média 32x32 41089 20,35
4x4 184414 120,15

8x8 99407 46,22

00001 | 46,16 || 60467 26,74

32x32 45185 20,95

4x4 163040 93,76

0 8x8 87510 39,58

16x16 61735 25,74

Mediana 32x32 49563 21,51
4x4 195844 92,86

8x8 100391 39,76

0,0001 16x16 64969 25,02

32x32 59184 21,8

0,0001 | 1x1 1353650 17,23

Pixel 0,001 1x1 1222779 16,88
0,01 1x1 605643 16,73

0,1 1x1 153447 16,48
MuLE [ 47643 | 187,37

A primeiro ponto a se observar na Tabela 3, é que quanto maior o tamanho do bloco
utilizado, menor o bitrate € menor o tempo de codificagdo. A diminuicdo do bitrate
acontece devido ao menor numero de vetores a serem enviados para o bitstream.
Em vez de enviar um vetor de OF para cada pixel, cada bloco tera somente um valor
de um vetor para todos os pixels, fazendo com que o codificador de entropia possua
mais casos repetidos de um mesmo simbolo seguido. Nesse caso, 0 maior tamanho
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de bitstream foi de 1.353.650B para a técnica de escolha de vetor pixel e Limiar de
0,0001. O codificador proposto também consegue atingir taxas de bitrate menor do
que o MuLE, considerando que o MuLE codifica 169 SAls contra 225 do HCLE.

Ja a diminuicdo de tempo acontece pois a predicao € feita inteira para um bloco
de uma s6 vez. Entdo, ao invés de fazer o calculo para 625x434 pixels, o célculo é
feito para blocos que variam de 4x4 até 32x32, reduzindo drasticamente o numero
de calculos a serem feitos e, consequentemente, o tempo total de codificacao.

Também € importante observar que além do codificador proposto possuir bitrate
competitivo em relagcdo ao MuLE, para o mesmo ponto de qualidade, 0 mesmo gera
todas as 225 SAls, nao sofrendo do problema de vignetting nas SAls e nem mesmo
SAls completamente pretas, como pode ser observado na Figura 3. Sendo assim,
o codificador proposto alcanga um menor bitrate considerando que possui mais SAls
geradas que o MuLE, podendo ser até 35,22% mais eficiente na compressao de cada
SAl do que o MuLE, considerando a compressao para todas as SAls.

O codificador proposto supera em todos os cenarios testados o codificador MuLE
no aspecto tempo de codificacdo. Mesmo o pior caso do codificador proposto, onde o
tempo de codificacao é 122,54s, supera o MuLE, que precisou de 187,37s para fazer a
codificacdo de um Light Field. Ja no melhor caso do codificador proposto, o tempo de
codificacao foi de 20,35s, uma reducéo de 89,14% em relacdo ao codificador MuLE.

Na média, o codificador proposto utilizando a técnica de Mediana mostrou-se me-
lhor em termos de qualidade, superando todas as outras técnicas e o MuLE em termos
de PSNR e SSIM. Para as métricas de qualidade objetiva do LF, o HCLE atingiu no
melhor caso um aumento de 0,7557dB para o PSNR e um aumento de 8,67% no
SSIM. J& para as taxas de compressao e tempo de codificacdo, o HCLE atingiu uma
melhoria de 13,75% na taxa de compressao gerando todas as 225 SAls contra 169 do
MuLE, uma melhoria de 35,22% na taxa de compressao de cada SAl, além de atingir
reducao de tempo de codificacao de até 89,14%. Em relacéo ao LF original, que pos-
sui tamanho de 9.402.232.992 bytes quando capturado com a camera Lytro lllum, o
codificador proposto atinge taxa de compressao de até 99.9996%

5.2.4 Resultados de Qualidade Visual dos Light Fields

Como explicado na Segao 5.2.2, os Light Fields lenslet possuem artefatos na ima-
gem que sao inerentes da captacdo, mais proeminentes nas SAls mais proximas as
bordas. Esses artefatos sdo carregados pelo MuLE, mas pelo HCLE nao sao, ja que
todas as SAls sao preditas a partir da SAI central. Dessa forma, os resultados de
métricas objetivas de imagem podem ser prejudicados, ja que as métricas utilizam so-
mente dados da imagem, onde esses artefatos podem causar diferencas em relagao
as SAls originais. Além disso, para o0 mesmo ponto de compressao € métricas de
qualidade objetiva, o HCLE possui qualidade visual superior ao MuLE. Esse capitulo
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nao tem a intencao de prover uma analise subjetiva completa dos Light Fields, mas
sim demonstrar a diferenca visual e os artefatos que séo eliminados pelo HCLE em
relacdo ao LF original e outras técnicas. A Figura 27 mostra um exemplo disso, com-
parando a SAl (12, 10) do LF Stone_Pillars _Qustide original, codificada pelo HCLE e
codificada pelo MuLE.
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Figura 27 — SAIl (12, 10) para o Light Field StonPillars_Oustide (a) SAIl original (b) SAl
codificada pelo HCLE (c) SAI codificada pelo MUuLE (B, = 19)
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Pela Figura 27(a), € possivel notar os artefatos que o LF possui, principalmente na
parte esquerda superior do LF, onde o prédio ao fundo possui efeito de borrdo. Esse
tipo de artefato estd mais presente nas SAls mais extremas do LF. A Figura 27(b)
possui a mesma SAl codificada pelo HCLE. Nela, é possivel ver que os artefatos
nao sao carregados, ja que a qualidade da imagem, no geral, € mais agradavel, sem
possuir 0s borrdes do LF original. Isso acontece devido a predigdo do HCLE utilizar
somente a SAl central como referéncia, e como essa nao possui artefatos, os mesmos
n&o aparecem nas SAls codificadas pelo HCLE. A Figura 27(c) mostra a mesma SAl
codificada pelo MuLE no mesmo ponto de operagdo de compressao que o HCLE.

E notavel a diferenca de qualidade a Figura 27(b) e a Figura 27(c), porém, os
resultados de métricas objetivas, sdo muito préximos. Isso acontece devido aos ar-
tefatos que nao sao carregados pelo HCLE, causando diferencas de ruidos fazendo
com que, principalmente o PSNR fique abaixo do esperado, enquanto o SSIM possui
resultados mais elevados em relacdo ao MuLE, mas ainda abaixo do esperado ja que
a qualidade visual da SAl codificada pelo HCLE ¢ alta. A falta da correcéo do erro de
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predicao também impacta nesses resultados, por isso 0 esquema explicado na Secao
4 foi implementado e os resultados serdo avaliados mais a frente.

Uma possivel avaliacdo para medir a qualidade dos Light Fields codificador pelo
HCLE, seria fazer avaliacdes subjetivas, comparando os LFs gerados pelo HCLE com
outras técnicas ou até mesmo contra o Light Field original. Porém, para simplificar,
ja que avaliagbes subjetivas para LFs ainda ndo sao especificadas, devido a falta de
tecnologia para visualizacdo e até mesmo condicoes de teste, uma ideia é utilizar
métricas de qualidade sem referéncia, onde sdo medidas perdas na naturalidade da
imagem. Para adicionar mais a essa discussdo sem necessitar de uma avaliagdo
subjetiva, foram obtidos resultados de métrica de qualidade objetiva sem referéncia,
para complementar os resultados objetivos, considerando mais a qualidade visual do
Light Field do que simplesmente métricas objetivas que podem estar influenciadas
pelos préprios erros das imagens de referéncia.

O método BRISQUE (Blind/Referenceless Image Spatial Quality Evaluator) (MIT-
TAL; MOORTHY; BOVIK, 2012), foi utilizado para fazer a andlise de qualidade visual
sem referéncia. O método BRISQUE néo utiliza parametros especificos de distorcdo
para avaliar a qualidade. No lugar disso, utiliza estatisticas da cena para calcular
possiveis perdas na naturalidade da imagem.

Tabela 4 — Resultados médios de BRISQUE para todos os Light Fields

Light Field [ Original | HCLE | MuLE
Bikes 26,2627 | 28,1581 | 51,7322
Danger_de_Mort 20,0602 | 21,2776 | 55,2509

Fountain_Vincent2 26,0629 | 27,4274 | 56,0808
Stone_Pillars_Outside | 18,2562 | 16,1511 | 48,5256

A Tabela 4 mostra os resultados da andlise da qualidade visual dos LFs com 0 mé-
todo BRISQUE e por ela é possivel notar que visualmente o HCLE aproxima-se mais
do que o MuLE para o mesmo ponto de operacao, ja que quanto menor o resultado do
BRISQUE, maior qualidade visual da imagem. Para o HCLE, foi utilizado técnica Me-
dia, Limiar de 0,0001 e bloco 16x16. Para o melhor caso, o HCLE possui até mesmo
uma melhor qualidade visual do que o LF original, ja que corrige os artefatos presen-
tes nas SAls do LF. O HCLE apresenta um resultado melhor para todos os LFs em
relacdo ao MuLE.

Essa andlise complementa a andlise da Secdo 5.2.1, j& que mostra que os Light
Fields codificados pelo HCLE possuem um maior qualidade visual da imagem do que
os LFs codificados pelo MuLE no mesmo ponto de operacdo. No melhor caso, para
o Light Field Stone Pillars Outside, houve uma melhoria de 66,71% para a métrica
BRISQUE em relagdo ao MuLE. No pior caso, a melhoria foi de 45,57%. Na média,
o codificador HCLE melhora a qualidade visual da imagem em relagcdo ao MuLE pela
métrica BRISQUE em 52,22%, enquanto perde em rela¢do ao LF original apenas 1,1%
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na média. Porém, as métricas objetivas ainda podem ser melhoradas com o esquema
apresentado no Capitulo 4 e os resultados desse esquema serdo apresentados na
préxima Secéo.

5.3 Resultados para o esquema HCLE + HEVC

O esquema para compensacao dos erros de predi¢ao foi apresentado na Secéao 4.
Nesse esquema desenvolvido, o LF codificado pelo HCLE é utilizado como predigéo
no HEVC, e a etapa de reconstrucdo do HEVC fica responsavel por compensar os er-
ros de predicao do HCLE. Isso é feito para que a qualidade geral da imagem melhore,
gerando melhores resultados em termos de métricas objetivas, mais especificamente,
o PSNR. Além disso, com esse esquema € possivel atingir diferentes pontos de com-
pressao do LF, consequentemente, diferentes qualidades.

As modifica¢des explicadas na Secao 4 foram feitas no software de referéncia do
HEVC, o HM (HEVC Test Model), na versdao 16.20. Para atingir os bpps definidos
pelas CTCs, o parametro QP foi modificado. As comparacdes foram feitas em relacao
ao MuLE para os mesmos bpps. Os bpps podem sofrer pequenas variagdes devido ao
QP do HEVC, mas foram simulados para ficarem o mais proximos possiveis dos bpps
alvos. O bpp alvo de 0,001 foi excluido da analise pois 0 esquema proposto nao foi
capaz de atingir essa taxa de compressao. Para a codificacdo do HCLE, foi escolhida
a técnica de Mediana, para tamanho de blocos 16x16 e Limiar de 0,0001, ja que no
geral, foram as configuracdes que apresentarem os melhores resultados. As pseudo-
sequéncias de video foram geradas com o sofware ffmpeg sem subamostragem.

Além disso, um esquema similar so apresentado em (ALVES; PEREIRA; SILVA,
2016) foi utilizado para evitar que as SAls com artefatos na imagem fossem avaliadas.
Para isso, somente as SAls verticalmente e horizontalmente alinhadas a SAI central
foram avaliadas.

A Figura 28 mostra os resultados para o Light Field Bikes, onde o eixo y mostra os
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Figura 28 — Resultados de PSNR e bpp obtidos para o Light Field Bikes
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resultados em termos de PNSR e o eixo x mostra os bpps, esse padrdo é o mesmo
para as proximas figuras. Para o LF Bikes, o esquema proposto obteve resultados
similares para os bpps mais baixos de 0,005 e 0,02. Enquanto que para os outros
bpps, fica abaixo do MuLE.
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Figura 29 — Resultados de PSNR e bpp obtidos para o Light Field Dange_de Mort

A Figura 29 mostra os resultados para o LF Danger_de Mort, no caso desse LF,
0 esquema proposta supera o MuLE para bpps mais baixos, ja que para os bpps
de 0,005 e 0,02 os resultados de PSNR ficaram acima dos resultados obtidos com o
MuLE. Isso também se reflete nos resultados da Tabela 4, onde o LF Danger_de Mort
possui resultado melhor que o Bikes.
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Figura 30 — Resultados de PSNR e bpp obtidos para o Light Field Fountain _Vincent2

Ja para o LF Fountain_Vincent2, onde os resultados sdo mostrados na Figura 30,
0 esquema proposto se sai melhor para o menor bpp, ja que o PSNR é maior com,
virtualmente, nenhuma diferenga no bpp. O bpp de 0,02 atinge um PSNR quase igual
ao MuLE, mas ainda sim um pouco abaixo. O restante do comportamento € o mesmo
nos demais Light Fields testados.

Por fim, o LF Stone_Pillars_Outside é o que atinge os melhores resultados, ja que
para os menores bpps, o mesmo atinge um PSNR consideravelmente maior que o
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Figura 31 — Resultados de PSNR e bpp obtidos para o Light Field Stone_Pillars_QOutside

MuLE, como pode ser visto pela Figura 31. Para o restante dos bpps, 0 comporta-
mento se repete e 0 PSNR fica abaixo para os mesmos pontos de operacao.

Tabela 5 — Resultados de PSNR médio para todos os bpps do MuLE vs HCLE + HEVC

bpp | MuLE | HCLE + HEVC

0,005
0,02
0,1
0,75

24,6082
28,8018
35,2154
42,0201

26,5375
29,3750
32,5625
38,0725

A Tabela 5, mostra o resultado médio considerando todos os LFs do MuLE contra o
esquema HCLE + HEVC. Pela Tabela, percebe-se que para bitrates baixos, o0 esquema
HCLE + HEVC possui maior qualidade do que o MuLE, ja que para os bpps de 0,005 e
0,01 o MuLE atinge 24,61dB e 28,80dB, respectivamente, contra 26,54dB e 29,38dB.
Para os bpps mais altos, de 0,1 e 0,75, o esquema proposto atinge PSNR menor do

que o MuLE.



6 CONCLUSAO

Os Light Fields sao uma tecnologia extremamente promissora. Ja que a gama de
aplicacGes varia desde entretenimento até aplicagdes médicas. Além disso, os LFs
possuem a vantagem de técnicas de processamento mesmo apds serem capturados.
O aumento de relevancia dos LFs se evidencia ainda mais pois 0 mercado comeca
a investir cada ano mais nessa tecnologia, j& que ela pode ser a proxima grande
tecnologia imersiva. Porém, por capturar uma enorme quantidade de dados, ainda ha
muito a ser pesquisado no ambito de compressao para que os LFs passem a ser uma
opc¢ao viavel no mercado de tecnologias imersivas.

Muitos trabalhos na literatura ja propdem solugdes eficientes e viaveis para o pro-
blema de compressao de Light Fields. Alguns utilizam ferramentas ja conhecidas para
codificagdo de imagens digitais, como codificadores de video, transformando o LF
em uma pseudo-sequéncia de video para aproveitar as ferramentas que exploram re-
dundancias em videos dentro do contexto dos LFs. Outras exploram redundéancias
especificas dos LFs, que diferem das caracteristicas dos videos digitais, para tenta-
rem melhorar a compressao dessa nova tecnologia. Mesmo assim, ndo sdo muitas
as solucoes que propdem o uso de predicao para LFs, ja que os mesmos possuem
muita redundancia de dados, dada a natureza da captacao, que é angulos com deslo-
camento muito préximos um dos outros.

Dessa forma, esse trabalho prop6s um codificador de Light Fields com Predicao
Baseada em Optical Flow e Phase Correlation para Altas Taxas de Compressao, no-
meado de HCLE. O HCLE é um codificador completo que explora as redundancias
especificas de dados dentro de um LF utilizando, principalmente, as técnicas de Opti-
cal Flow e Phase Correlation. O codificador se mostrou eficiente, ja que pode atingir
taxas de até 99,9996% de compressao do Light Field se comparado ao original cap-
turado pela camera Lytro lllum. Além disso, se comparado a trabalho relacionado, o
HCLE consegue atingir aumento no PSNR de até 0,7557dB para o mesmo ponto de
operagao, assim como melhorar a taxa de compressao em 35,22% na média para
cada SAIl de um LF possuindo tempo de codificacao de até 89,14% menor. N&o obs-
tante, o HCLE também melhora a qualidade visual do LF eliminando artefatos e o efeito
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de vignetting no LF que sao inerentes de sua captura, atingindo 56,21% de melhora
na qualidade visual em termos da métrica BRISQUE, assim como também gera mais
SAls do que o LF original. Também foi apresentado um esquema para compensacao
do erro de predicao, utilizando o HCLE e o HEVC, onde para as taxas de compres-
sdo mais altas, 0 esquema se mostrou mais eficiente do que o trabalho relacionado
comparado.

O codificador pode ser utilizado juntamente de outras técnicas e também ainda ha
exploragdes que podem ser feitas dentro do HCLE, como agregar diferentes tipos de
predicdo ou melhorar o reaproveitamento dos dados de OF e PC. Porém, mesmo com
melhorias a serem exploradas, o codificador HCLE se mostra uma opg¢ao viavel para
codificacao de Light Fields onde é necesséaria uma alta de taxa de compresséao ou alta
velocidade de codificacao.
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